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This concept addresses the imperative need for robust Intrusion Detection system (IDs) 

in Internet of Things (IoT) networks by presenting a comprehensive approach that 

integrates advanced data preprocessing techniques and Deep Convolutional Neural 

Network (DCNN) based IDS. The process commences with raw and inherently noisy 

data generated by IoT sensors. To fortify the detection capabilities, a sequence of 

preprocessing steps is applied, including data cleaning, one-hot encoding and 

normalization, ensuring the prepared data is resilient to outliers and irrelevant 

information while being conducive to Deep Learning (DL) models. The core of the 

proposed system is a DCNN, adept at capturing sequential patterns within diverse and 

dynamic IoT data. To further optimize the performance of the DCNN, a hybrid firefly-

salp swarm optimization algorithm is employed. This hybrid approach leverages the 

strengths of both Firefly and salp swarm optimization techniques (FFA-SSA), enhancing 

the model's ability to identify potential security threats effectively. The synergy of 

advanced data preprocessing and nature-inspired optimization methods not only 

strengthens the security posture of IoT networks but also contributes to the resilience and 

adaptability of intrusion detection systems. The presented concept signifies a crucial step 

towards ensuring more secure and resilient IoT deployments, acknowledging the pivotal 

role played by innovative techniques in preparing data and optimizing deep learning 

models for enhanced cybersecurity. 
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I. INTRODUCTION 

The most important indicators of the power quality 

provided to customers in electrical IoT is an emerging 

technology that has been rapidly developing and being used in 

recent years [1],[2]. It allows several devices to communicate 

and interact with each other through a network, which is driving 

the development of new business process technologies. Owing 

to nodes joining and leaving the network instantly, IoT networks 

have an open topology that is dynamic. Their absence of 

centralized network management solutions exposes them 

vulnerable to security issues. [3],[4]. The increasing risk to 

network security has made the use of intrusion detection 

technologies essential to protecting computer systems and 

network security [5]. Through the analysis of activity patterns 

and network traffic monitoring, IDs are intended to quickly 

detect and address security breaches. Through the detection of 

numerous attack types, they are essential to preserving the 

security and integrity of computer networks [6]. Traditional IDS 

frequently fail to detect new or sophisticated assaults because 

they rely on established rules as well as signatures to recognize 

existing attack patterns. Innovative techniques are therefore 

essential for prompt intrusion detection and assault prevention 
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strategies [7],[8]. DL and Machine Learning (ML) algorithms 

have been employed recently for intrusion detection and 

prevention as well as network abnormality detection [9]. The 

ML techniques include support vector machine (SVM) models 

[10], k-means [11], k-nearest neighbor (kNN) [12], and several 

more are employed to IoT-based IDs systems. There are 

difficulties with improving the existing system's performance 

and identifying subcategories of cyber-attacks [13]. Beyond the 

constraints of conventional IDS approaches, sophisticated 

methods like deep learning have been developed [14]. The 

conventional DL techniques like CNN [15], RNN [16] and 

LSTM [17] have demonstrated incredible abilities to 

automatically extract complicated patterns and characteristics 

from complex data like network traffic. Although, it takes more 

computation time and has complexity [18]. Thus, the proposed 

work integrated with the DL based classifier DCNN technique, 

which minimize false positives by accurately differentiating 

between malicious activity and typical network behavior with 

high accuracy. 

 

 

 
Figure 1: Protecting the IoT network with an IDs. 

Source: Authors, (2024). 

 

Additionally, the metaheuristic (MH) optimization 

technique is needed to tune the parameters for the DCNN 

classifier [19]. MH is primarily used for IDSs, including the 

genetic algorithm [20], Harris Hawk algorithm [21], and Crow 

Search Algorithm (CSA) [22] andParticle Swarm Optimization 

(PSO) algorithm [23]. Nevertheless, those conventional 

topologies has the limitations of low convergence rate, slow 

convergence speed and complexity [24]. Due to this, the 

proposed work implemented the hybrid FFA-SSA optimization 

approach for efficiently tuning the parameter of DCNN with 

rapid convergence speed with reduced complexity. The 

objectives: 

 

• To effectively capture relevant patterns and discriminate 

between normal and anomalous network traffic in IoT 

devices. 

• To boost the classification accuracy of intrusion detection 

system, the DCNN classifier is employed. 

• To tune the parameters of DCNN effectively, a novel hybrid 

FFA-SSA optimization technique is utilized. 

 

II. PROPOSED METHODOLOGY 

The rapid propagation of IoT devices has brought about 

numerous benefits and opportunities for numerous industries. 

However, the growing number of interconnected devices also 

presents significant challenges in terms of network 

security.Protecting IoT networks from malicious activities and 

intrusions is crucial to ensure privacy, integrity as well as 

availability of data. To address this issue, the advanced data 

preprocessing techniques and hybrid optimization algorithms 

with deep Convolutional Neural Networks (CNNs) is employed 

to enhance IoT network security and enable effective ID and the 

block diagram of the developed work is illustrated in Figure 

2.This approach can significantly bolster the security posture of 

IoT networks and protect them from a wide range of intrusions 

and cyber threats.
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Figure 2: Block diagram for the proposed work. 

Source: Authors, (2024). 

 

The NSL-KDD dataset collected from IoT devices is 

taken as input and fed to the preprocessing stage. Data cleaning, 

one hot encoding and data normalization is done in 

preprocessing process, the collected data undergoes 

preprocessing steps, such as filtering, normalization and feature 

extraction. These steps ensure the data is clean, standardized, 

and ready for analysis. The preprocessed data is divided into two 

sets: the training set and the testing set. Training Set: A portion 

of the data is employed for training the DCNN model and 

optimizing its parameters. Testing Set: The remaining data is set 

aside for evaluating performance of the trained model. The 

processed training data is given to the DCNN classifier, which 

Extract high-level features and patterns from input data. Hyper 

parameters of the DCNN model is efficiently tuned by the novel 

hybrid FFA-SSA optimization algorithm with rapid 

convergence speed. Finally, by utilizing the optimized DCNN 

classifier, the intrusion detection is efficiently performed with 

high accuracy 

II.1 PREPROCESSING MODEL 

The original data collection needs to be treated 

appropriately before the network model is examined. One-hot 

coding, data normalization as well as data cleaning are the three 

components of data processing. 

 

II.1.1 Data Cleaning 
It is also known as replacing, modifyingand deleting the 

dirty data, which correct or clear the incorrect data from the data 

file. This includes processing invalid and missing values in the 

data as well as reasonableness detection. Data cleaning involves 

not only identifying missing values and content issues but also 

performing procedures like deleting duplicate values. Logical 

flaws and excessive data repetition will both have an impact on 

model's performance. No treatment steps are taken because there 

are no logical faulty data detected throughout the search and 

there is less data repetition. 

 

II.1.2 One Hot Encoding  

Numerous discrete data can be found in the data gathered 

by the IoT, The labels are deemed to be digitalized in string 

format because of its string data format. The above data cannot 

be incorporated straight into the model if labels are changed to 

numbers. This issue can be resolved using One-Hot Encoding. 

The first step is to encode the n states. A single number denotes 

a single state, and n digits are required to represent n states. 

When a state is reached, the associated digit is 1, and all other 

digits are 0. Moreover, it is clear that following One-Hot 

Encoding, every feature with m potential values will transform 

into 𝑚 binary features. Furthermore, only one of these qualities 

can be active at once, which is mutually exclusive. 

Consequently, there will be less data. In addition to resolving the 

data attributes issue, One-Hot Encoding creates sparse label 

variables with matching dimensions from the numerous labels 

present in the experimental data set. 

 

II.1.3 Data Normalization 

Normalizing data has two primary benefits, one is to 

increase the model's rate of convergence, and the other is to 

increase the model's accuracy.Discrete or continuous values 

make up the features in the NSL-KDD dataset. It was impossible 

to compare values because of their disparate ranges. Using the 

mean and standard deviation of each feature from the train 

datasets, the test features were then normalized. This was done 

by subtracting the mean from each feature and dividing the result 

by its standard deviation. Data between (0, 1) are scaled 

employing the Min-Max normalization system, which is a linear 

transformation. To determine the new value, apply the following 

equation (1), 

                          𝑋𝑛 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                                      (1) 

 

II.2 MODELLING OF DCNN FOR CLASSIFICATION 

Convolution, pooling as well as fully connected layers 

constitute DL method, CNN is typically used for speech 

recognition and picture classification. In order to identify 

harmful behaviors in IoT networks, we employed a DCNN 

followed by a DNN in this study. As illustrated in Figure 3, the 

proposed approach consist the initial convolutional layer 

receives an input shape of (none, 62, 1). In this case, third-

dimension value is "1," the number of input characteristics is 

"62," and the dynamic number of occurrences is "none." This 

layer, which yields output in a form of (none, 62, 62), uses a 

kernel with a size of three and sixty-two filters. The max-pooling 

layer takes as its input the output of the first convolutional layer. 

Pool size four was employed in this layer, with output of (none, 

15 and 62). It consists of two 1D convolution layers, two max-

pooling layers, flatten, and three dense layers. This is the 

location of the second convolutional layer, which uses thirty 

filters with a kernel size of three and generates an output in the 

form of (none, 15 and 30). The max-pooling layer receives the 

second convolutional layer's output as an input. Pool size two, 

which yields (none, 7, 30) output, has been used in this layer. 
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 The convolutional layer lowers noise in addition to 

placing the most significant features closer together. Equations 

(2) and (3) show how the 1D convolutional layer works. 

 

                       𝑥𝑘 = 𝑏𝑘 + ∑ (𝑠𝑘 , 𝑤𝑖𝑘)𝑁
𝑖=1                              (2) 

 

                                𝑦𝑘 = 𝑓(𝑥𝑘)              (3) 

 

Here, where 𝑥𝑘 the 1D convolutional layer’s is input, 

 𝑠𝑘  specifies the preceding layer neuron's output, and 𝑤𝑖𝑘  

represents the kernel from 𝑖to𝑘. The bias value of neuron in 

convolutional layer is signified by 𝑏𝑘. 𝑓(𝑥𝑘) specifies the ReLU 

activation function. This ReLU is expressed in equation (4). The 

1D convolutional layer produces𝑦𝑘  . Equation (5) illustrates the 

pooling layer's input, which is the convolutional layer's output. 

The output values of convolutional layer are included in region 

ℜ, from which we take the maximum value. The output of the 

max-pooling layer is𝑠𝑘. 

 

𝑓(𝑥𝑘) = 𝑚𝑎𝑥(0, 𝑥𝑘)     (4) 

 

                           𝑠𝑘 = 𝑦𝑘  𝑖∈ℜ
𝑚𝑎𝑥                           (5) 

 

The last pooling layer's output shape is flattened into a 

single-dimensional array using this technique. The Input of the 

first dense layers is (None, 210) and the output of flatten is the 

same as that. The input for the second dense layer is (None, 50), 

which is the output of the first dense layer. The output (none, 25) 

from the second dense layer is transferred to the last dense layer. 

Applying the ReLU activation function in dense layers. The last 

dense layer's output outcomes employ the sigmoid function for 

binary classification and the softmax function for multi-class 

classification, correspondingly. Equations (6) and (7) illustrate 

sigmoid and softmax.  

         𝜎(𝑥) =
1

1+𝑒−𝑥                                   (6) 

 

 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥)𝑖 =
𝑒𝑥𝑖

∑ 𝑒𝑥𝑗𝑘
𝑗=1

                            (7) 

 

 

 
Figure 3: Structure of DCNN. 

Source: Authors, (2024). 

  

Table 1: DCNN model structure. 

Layer Output Volume Description 

Input M, 1,80  

Conv1D-1 100,1,171 Number of filters: 100 Kernal size: 1 x 10, Activation: ReLu 

Dropout 100,7,71 Gaussian dropout: 0.3 

Pool 100,1,35 Maxpooling1D: 2 x 2 

Conv1D-2 50,1,36 Number of filters: 50 Kernal size: 1 x 10, Activation: ReLu 

Dropout 50,1,26 Gaussian dropout: 0.3 

Pool 50,1,13 Maxpooling1D: 2 x 2 

Dense_CNN n Fully connected n units, Activation: Softmax 

MLP-1 100,1,80 Number of nodes: 100, Activation: ReLu  

Dropout 100,1,80 Gaussian dropout: 0.3 

MLP-1 50,1,80 Number of nodes: 50, Activation: ReLu  

Dropout 50,1,80 Gaussian dropout: 0.3 

Dense-DNN n Fully connected n units, Activation: Softmax 

Softmax Average n 
Average: [Dense_CNN, Dense_CNN] Fully connected n 

units’ activation: Softmax 

Source: Authors, (2024). 

 

II.3 MODELLING OF HYBRID SSA-FFA ALGORITHM  

To present a improved optimization IDs than the recent 

one, the proposed approach uses the combination of the FF 

optimization algorithm with SS algorithm to build a hybrid FFA-

SSA approach. In the part that follows, the HSSFF algorithm is 

briefly described. 
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II.3.1 Modelling of Ssa 

Based on SS conduct, each population is split into two 

categories in this case: leaders and followers. In a slap chain, the 

salp in the front is referred to as the leader salp and the salp at 

the back is referred to as the follower salp. Follower salp 

receives the essential directives and instructions from the leader 

salp. The swarm intelligence algorithms and the SS optimization 

algorithm's processes and procedures are comparable. Here is a 

description of two steps of the SS optimization algorithm. 
 

Stage 1: Leader phase  

The updating procedure is used in the leader phase and is 

signified by the subsequent equation (8). 

 

   𝒙𝒋
𝑰 = {

𝑥𝐽
𝐵𝐸𝑆𝑇 + 𝐶1{(𝑈𝐵𝐽 − 𝐿𝐵𝐽)𝐶2 + 𝐿𝐵𝐽}:    𝐼𝐹𝐶3 ≥ 0.5

𝑥𝐽
𝐵𝐸𝑆𝑇 − 𝐶1{(𝑈𝐵𝐽 − 𝐿𝐵𝐽)𝐶2 + 𝐿𝐵𝐽}:   𝐸𝐿𝑆𝐸

          (8) 

 

The food source as well as the new leader position with 

the Jth dimension are signified by 𝑥𝐽
𝐵𝐸𝑆𝑇  and 𝒙𝒋

𝑰in Equation 10. 

𝐿𝐵𝐽And𝑈𝐵𝐽 stand for the upper and lower limits, respectively, 

with regard to the Jth dimension. Next, random numbers 

between the intervals of [0, 1] are created. The SS algorithm's 

significant factor is represented by the parameters𝐶1, 𝐶2and 𝐶3. 

Equation 13 states that 𝐶1 steadily decreases in relation to the 

number of repetitions. 

𝐶1 = 2𝐸−(
4𝑇

𝑡
)

2

                                 (9) 

 

T and t specifies for the current iteration count and the 

maximum number of iterations, correspondingly. 

 

Stage 2: Follower phase 

According to Newton's law of motion, the solution is 

updated in the follower phase. In relation to Jth dimension, the 

expression for the follower phase is then shown as follows. 

 

𝑥𝑗
𝐼 =

1

2
𝐺𝑇2 + 𝜔0𝑇: 𝐼 ≥ 2                       (10) 

 

The Jth dimension's follower salp is denoted by𝑥𝑗
𝐼. After 

that, the optimization's acceleration, time, and velocity are 

denoted by 𝐺𝑇and𝜔0 , respectively. Next, the time change is 

indicated by ΔT = 1, while the fixed starting speed is represented 

by 𝜔0  = 0. As a result, the following equation represents the 

modified expression for the follower phase. 

 

𝒙𝒋
𝑰 =

𝟏

𝟐
(𝒙𝑱

𝑰 + 𝒙𝑱
𝑰−𝟏)                             (11) 

 

The next part provides an algorithmic description of an 

SS optimization. 
 

II.3.2 Modelling of ff Algorithm 

The FF method's great exploration ability and flashing 

light demonstrating ability make it the greatest effective 

algorithm for solving engineering-related problems. The FF 

algorithm generally relies on three postulates. According to the 

first postulate, the FF moves to a different FF that is brighter 

than it is, and if it is brighter than all the other fireflies combined, 

it moves randomly. Next, the fitness function is used to assess 

the light's intensity. According to the third postulate, FFs are all 

fascinated by FFs, regardless of gender.28 

Consider that 𝑛𝑃  and 𝑑  are the firefly count and their 

respective dimensions. Accordingly, Equation 12 expresses the 

location of the FF in relation to space. 

 

𝑋𝑖 = |𝑋𝐼
1, 𝑋𝐼

2, … … 𝑋𝐼
𝑑|                      (12) 

 

The subsequent section assesses the search space's 

random initialization. 

𝑋𝑖 = 𝑙 + 𝑅𝐴𝑁𝐷. (𝑈𝑝𝑝 − 𝐿𝑜𝑤)                (13) 

 

Equation 17 shows that the search agent's upper and 

lower bounds are indicated by the terms Upp and Low, 

respectively. Next, Equation 18 is used to compute the 

mathematical equation for the Euclidean distance. 

 

𝑅𝑈 = √∑ (𝑋𝐼𝑇 − 𝑋𝐽𝑇)2𝑑
𝑇=1                            (14) 

 

Consequently, the following is an explanation of the 

arithmetical derivation for light intensity. 

 

𝑖(𝑅) = 𝑖0𝐸−𝛽𝑅2
                                (15) 

 

The initial light intensity 𝑖0  and the light absorption 

coefficient is specified as 𝛽  acorrespondingly when  𝑅 =  0 . 

Similarly, Equation 20 provides arithmetic equation for FF with 

respect to attractiveness. 

 

𝛼(𝑅) = 𝛼0𝐸−𝛽𝑅2
                                (16) 

 

The initial value of α0 represents the attractiveness of the 

FF at 𝑅 =  0, as determined by Equation 18. 𝑋𝐼Moves in the 

direction of 𝑋𝐽  if 𝑋𝐽′𝑠  light output is brighter than 𝑋𝐼′𝑠 . 

Subsequently, the following is the position update formula. 

 

𝑋𝐼
𝑇+1 = 𝑋𝐼

𝑇 + 𝑎(𝑋𝐽
𝑇 − 𝑋𝐼

𝑇) + 𝛾(𝑅𝑎𝑛𝑑 − 0.5)    (17) 

 

II.3.3 Proposed Hssff Approach. 

The HSSFF technique is enlightened in this section by 

combining two algorithms, like FF algorithm and SS 

optimization algorithm. By combining the advantages of the SS 

and FF algorithms, this HSSFF optimization algorithm offers a 

more rapid detection system with highly tuned DCNN 

parameters. The HSSFF approach flow diagram is shown in 

Figure 4, offers a Multiobjective framework that integrates the 

SS and FF algorithms. 
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Figure 4: Flowchart of the proposed hybrid FFA-SSA algorithm. 

Source: Authors, (2024). 

 

Initially, the parameters are established and then a 

random population is created, Next, the fitness function is 

assessed, using Multiobjective fitness functions to assess the two 

primary goals, to develop the exploitation potential of the SS 

optimization method, archive AR is updated to identify the 

nondominated solution set. Subsequently, the nondominated and 

dominated solution sets are determined by an AR with a new 

population. 

 The delay is then calculated using the best solution that 

was found. If 𝑃𝐽is greater than δ, then SSA is used to update the 

solution; if not, FF is used. Afterwards, an optimal solution is 

obtained by checking the condition. An ideal solution is found if 

the criterion is met, if not, go back and choose the best option; 

this iterative process continues until the best value is found. 

III. RESULTS AND DISCUSSION 

To enhance IoT network security, the use of advanced 

data preprocessing and a hybrid Firefly-Salp swarm optimized 

DCNN-based IDsis proposed in this research. This approach 

aimed to enhance accuracy and efficiency of ID in IoT networks. 

Furthermore, the python software is used to foreshow the 

prominence of the proposed topology and the comparative 

analysis is made over the conventional methods, which is 

illustrates as below. 

 

 
Figure 5: (a) 10 sub attack categories (b) Protocol types. 

Source: Authors, (2024). 

 

The primary 10  sub attack categories is displayed in 

Figure 5 (a), which includes normal, neptune, warez client, 

ipsweep, portsweep, teardrop, nmap, satan, smuff and back. The 

normal and Neptune has the high count rather than the others. 

Likewise, Figure 5(b) illustrate the protocol types that contains 

tcp, udp and icmp, the high count is obtained in tcp protocol 

respectively. 
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Figure 6: (a) Top 10 IoT services and (b) Intrusion attacks. 

Source: Authors, (2024). 

 

The top 10 IoT services are demonstrated in Figure 6(a), 

which specifies the services like http, private, domain_u, smtp, 

ftp_data, eco_i, other, ecr_i, telnet and finger along with the 

count. The http has the high count of 4000 than the others. 

Furthermore, the IDs attack is illustrated in Figure 6(b), the 

proposed work employ the NSL-KDD dataset, which contains 

normal, Dos, R2L, Probe and U2R respectively. In that, the 

normal has high intrusion attacks count of 65000. 

 

 
Figure 7: (a) training and validation accuracy (b) Training and validation loss. 

Source: Authors, (2024). 

 

Figure 7 shows the evaluation of the optimized 

DCNN approach's training loss (LossTra) and validation loss 

(Lossval ) in terms of the effectiveness of intrusion detection 

performed in the IoT context. Figure 7 shows that the 

proposed approach performs better while using less LossTra and 

Lossval. LossTra 's decreasing sequence suggests that the 

developed model successfully reduces training loss during the 

learning process, which enhances convergence and facilitates 

efficient learning from the training set. Likewise, declining 

values of Lossval indicate that the model performs well in terms 

of generalizing to data that has not yet been encountered during 

the validation stage, which lowers the validation loss Finally, the 

developed optimized DCNN classifier attains the accuracy of 

96.54% respectively as demonstrated in Figure 7(a). 

 

 
Figure 8: Confusion matrix for the proposed work. 

Source: Authors, (2024). 

Page 79



 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.47, p. 73-82, May/June., 2024. 

 

 

 

 

Through the analysis of the intrusion detection data 

samples, it became evident that some identical property 

operations shared by the malicious network attack types like 

DOS, U2R, PROBE, R2L, and others cause the Src_byte and 

dst_byte byte values to decrease. Malicious interactions showed 

a high temporal link, and hot, num_failed_logins feature 

behaviour might be used to identify R2L and U2R-type attacks. 

As a result, it was possible to conduct an early investigation of 

the correlation between assault kinds, which led to the successful 

alteration of the DCNN selection results. This work conducted a 

large number of experiments for intrusion type detection. Based 

on these results, comparisons with the true type were done to 

create a suitable confusion matrix in Figure 8 

 

 

 
Figure 9: ROC curve for Multiclass. 

Source: Authors, (2024). 

 

Figure 9, the AUC value for the normal classes reaches 

99%. This is because the prediction sequence sensibly predicts 

the subsequent behaviour sequence while capturing the 

abnormal behaviour characteristics of the current sequence, 

which aids in improving anomaly detection for the classification 

model. 

The subsequent indices are significantly used for the 

evaluation metrics,  

(a) Precision:  

It is the percentage of the classifier's positive predictions 

which turn out true, as shown in the equation that follows. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃   
  (18) 

(b) F1-score:  

It is the outcome of recall divided by precision 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (19) 

(c) Accuracy: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
100        (20) 

(d) ROC curve: 

                    𝐴𝑈𝐶 = ∫
𝑇𝑃

𝑇𝑃+𝐹𝑁
𝑑

𝐹𝑃

𝑇𝑁+𝐹𝑃                       
 

1

0
        (21) 

 

 
Figure 10: Comparison of evaluation indices with various classifier. 

Source: Authors, (2024). 
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The proposed DCNN is contrasted with the other 

classifier approaches to determine the better precision, Recall, 

F1 score and specificity as illustrated in Figure 10, which is 

analyzed that the proposed classifier approach outperforms in  

evaluation metrics than the other existing techniques. 

Furthermore, Table 2 specifies the multiclass comparison for the 

original dataset with conventional classifiers. 

Table 2: Multiclass comparison on the original dataset. 

Classifiers Dos Normal R2L U2R Probe 

ERF [25] 75.58 87.78 56.62 25.15 75.66 

LSTM [26] 74.58 97.1 27.54 20 74.21 

SVM [27] 81.09 78.34 40.23 30.98 76.43 

CNN [28] 85.26 96.73 17.78 8.95 73.97 

Proposed 

DCNN 
88.78 97.21 70.43 42.12 81.87 

Source: Authors, (2024). 

 

 
Figure 11: (a) Comparison of (a) Computational time and (b) Accuracy. 

Source: Authors, (2024) 

 

The proposed DCNN based hybrid FFA-SSA 

optimization algorithm is contrasted with the other existing 

approaches like RF, SVM-PSO and CNN-ABC as represented 

in Figure 11(a). From the graph it is prove that the developed 

optimized DCNN has less computational time than the others. 

Moreover, Figure 11(b) and Table 3 represents the comparison 

graph for determining the better accuracy using various 

conventional topologies, which stated that the implemented 

DCNN classifier has high accuracy of 96.54% than the other 

topologies correspondingly. 

 

Table 3: Comparison of accuracy. 

Classifier Techniques Accuracy (%) 

RF [29] 90.51 

LSTM [30] 95.70 

SVM [31] 95.14 

CNN [32] 95.65 

Proposed DCNN 96.54 

Source: Authors, (2024) 

 

IV. CONCLUSION 

The integration of the hybrid Firefly-SALP swarm 

optimization algorithm with deep CNN-based intrusion 

detection further enhances the effectiveness of the system. The 

hybrid optimization algorithm intelligently adjusts the 

parameters of the deep CNN model, optimizing its performance 

and improving the detection accuracy of IoT network intrusions. 

This combination of advanced preprocessing and optimization 

techniques offers a robust and scalable solution for securing IoT 

networks against various types of intrusions and attacks. By 

leveraging advanced data preprocessing techniques, such as 

feature extraction and dimensionality reduction, the approach 

effectively reduces the complexity and noise in IoT data, 

enhancing the accuracy and efficiency of subsequent ID 

processes. Moreover, the deep CNN architecture enables the 

system to automatically learn and adapt to evolving intrusion 

patterns, enhancing its ability to detect previously unseen 

attacks. By continuously improving and advancing IoT network 

security solutions, it foster a safer and more secure IoT 

ecosystem, enabling the full potential of IoT technologies while 

mitigating the risks associated with them. The proposed system 

is executed in python software to show the prominence of the 

developed work and the comparative analysis is made with the 

other conventional topologies. From that it is prove that the 

developed DCNN classifier has better performance indices and 

accuracy by the value of 96.54%. Also, the proposed hybrid 

FFA-SSA optimization technique provides low computational 

with high convergence speed respectively. 
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