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Concept drift detection and adaptation is one of the crucial components of a resilient 

machine learning pipeline in production. The Adaboost is an ensemble approach that 

incorporates incremental learning, that is widely used for concept drift adaptation in 

streaming data. It is generally combined with other methods such as ARF classifiers and 

Bagging Classifiers. This study presents a collection of online incremental learning 

algorithms for streaming data to adjust machine learning categorization when there is 

concept drift. Better results are obtained on the Australian power dataset, demonstrating the 

efficacy of our approach in comparison to the current benchmark. 
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I. INTRODUCTION 

Concept drift in machine learning system, is a statistical 

property of the models where the target variable distribution which 

the machine learning model tries to predict changes over time, 

thereby making the model’s effectiveness limited or severely 

impacted. The predictions from such models become less accurate 

with time. Almost all machine learning models face this challenge 

in production and thus it’s a usual part and parcel of a machine 

learning lifecycle. It is also probably the most common reason why 

ML model needs to be refreshed and retrained periodically. 

Concept drift arises because usually the incoming data distribution 

changes over time and thus it drifts away from the historical data 

that was used during training, it may so happen that the 

relationships and correlations among features may also change. 

Thus, a shift in the distribution P(y|X), where y is the real target 

label and X is the input feature vector, could be used to characterize 

the phenomenon of concept drift.  

Concept drift can further be understood with an example.  

Suppose a classification model is trained to detect any unusual 

network access request to a server in the field of cyber security. 

When this model was trained,1,000 requests a minute was an 

extremely large number of requests that could indicate a malicious 

attack. But later due to business expansion or marketing campaign, 

the website became very popular and now receiving 1000s of 

request is no big deal. Thus, an update to the model is required to 

take into account the change in data distribution and then only it 

can perform at an optimal level. Detecting concept drift as soon as 

possible is essential for maintaining models’ performance in 

production. 

To understand concept drift, it is essential to understand the 

data drift and model decay. The shift in the distribution of data over 

time is known as data drift. Concept drift can have many types 

based on its pattern. 

Depending on the pattern, drifts can be divided into several types:  

Gradual Concept Drift is the most prevalent kind of concept 

drift that can happen as a result of change in nature of business, 

launch of new line of business, tools or data collection approaches 

or deprecating legacy systems and schema with new ones. Such 

drifts are hard to notice as its impact is only visible after a long-

time gap unless the systems are specially trained to notice small 

changes in the dataset every now and then. 

Recurring Concept Drift occurs due to seasonal change in 

business processes. But not always such changes can be picked up 
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by a time series model even when seasonality is considered during 

model building. Customer churn, new competitors, market 

fluctuation etc. can cause this kind of drift. 

Instantaneous Concept Drift are caused by abrupt events 

that could be outliers for example COVID-19 pandemic impacted 

all businesses and models were tuned to consider the new reality. 

When the performance of the model such as accuracy, F1-Score, R 

squared etc. starts deteriorating as time is passing, it is called model 

decay. When it goes down below a threshold, the model needs to 

be re-trained on a re-labeled dataset. Model decay occurs for one 

of the following reasons. 

Covariate Shift: when a shift occurs in the independent 

feature variables. 

Prior Probability Shift: when shift occurs in the dependent 

target variable. 

Concept Drift: when shift occurs in the relationship itself 

between the independent feature vector and the dependent target 

variable. 

A novel approach to handle the issue of concept drift in 

machine learning system is proposed in this paper which 

demonstrates the superior performance over concept drift detection 

on benchmark dataset. The developed method is a unique ensemble 

of incremental learning algorithms to adapt concept drift in 

streaming data applications. The obtained result surpasses the 

current best result on the Australian Electricity dataset, which is 

commonly used as the benchmark dataset for studying the concept 

drift problem in literature. 

The paper is segmented into the subsequent sections. 

Section II provides an overview of the different tasks that were 

performed towards identification and handling of concept drift, 

Section III describes the dataset used in this study and focus on our 

methodology and algorithms to handle concept drift, Section IV 

shows result and comparison with current benchmarks and finally 

Section V provides a conclusion. 

 

II. THEORETICAL REFERENCE 

In this section, a comprehensive review on the various work 

done in concept drift detection as well as adaptation is provided 

along with the summary of advantages and disadvantages for each 

method implemented. 

For [1] provides a comprehensive survey on concept drift, 

its types, detection and adaption. It describes the problem of drift 

specifically in the machine learning environment and its 

challenges, especially classification of streaming data. The authors 

argue how in classification problems, a variation in the concept or 

distribution of dataset over any time period is defined as concept 

drift and how the performance of such models degrade even in 

stationary data. They thus point out that handling this problem is 

more challenging in data streams particularly. They begin with 

categorization of current streaming data classification algorithms 

along with benchmark results and their capability to solve the issue 

of concept drift. They also provide a comparison of various tools 

available. They further list down the benchmark datasets and 

performance metrics used in literature. It therefore serves a 

roadmap for any new researcher working in the domain of concept 

drift for streaming data classification. 

Accurate Concept Drift Detection Method (ACDDM) is a 

new framework proposed by [2] for concept drift detection. 

Abilities to identify conceptual deviations in changing data 

streams. The status of the previously calculated error rate was 

initially evaluated by calculating a term called Hoeffding's 

inequality. It measures the probability of error. If the current error 

of the learner base differs from the calculated error of the 

Hoeffding inequality, concept drift can occur in many cases, 

leading to its occurrence. However, this method only detects drift 

without adaptation. 

According to [3] discuss an Incremental learning 

framework that helps it to learn the correct classification for the 

future/further unseen data points from the historic streaming data. 

In this paper, the authors proposed a well-known idea of an 

ensemble learning method based on incremental learning to handle 

both class imbalance and concept drift too. Their work focuses only 

on the concept drift as class imbalance is not of much interest to 

them. They handle concept drift by a dynamic cost-sensitive 

weighting scheme which helps the classifier weight each data point 

according to their classification model’s performance and 

sensitivity. Authors apply the proposed method on Australia's 

electricity pricing to predict if the price will go up or down 

compared to that of another city Victorias in a given 24-hour time 

period. The authors argue that their method beat the current 

benchmark on the given dataset. 

Machine learning algorithms [4] are used to extract 

knowledge from real-time data, which is typically stored in a static 

database and processed in batches. They handle the changing 

patterns of data. Additionally, the ideas may alter as time passes. 

In the streaming environment, these elements should be given 

priority. According to [5] argues that previous methods quoted so 

far for concept drift detection first detect the time and positions of 

the drift occurrence and then only tires to adapt it by modelling the 

change in distribution of the data. They mention that such an 

approach is unlikely to work when underlying factors for change 

are predictable, thereby making the model miss any future concept 

drift trend of the streaming data. Authors say that such cases have 

not been fully explored in previous works which they have 

included in their novel method called DDG-DA1. The authors 

contend that the novel approach can efficiently and methodically 

predict the source of data distribution and enhance the efficacy of 

models that are susceptible to concept drift. They made it possible 

by first training a predictor which can estimate the future data 

distribution, then once the data distribution is estimated they 

generate a training sample and train a new model on the generated 

data. They test their methods on real world datasets such as 

electricity data or stock price data. Electricity load data and solar 

irradiance data are common and obtain benchmark result on all 

these. 

For [6] handles real world data and existing concept drift. 

The major focus is on decision-based problems in real world 

environment. It mainly deals with the problem of the concept drift, 

specifically about the time, type and pattern of the drift in a non-

stationary environment. According to [7] present a comprehensive 

survey that classifies different concept drift detectors based on their 

main features, drawbacks, and benefits. They concluded by 

proposing areas for further investigation, difficulties encountered 

in research, and the direction of future studies.  

Provides a tool for quantitative measurement and 

description of concept drift by computing marginal distributions of 

variables. Such quantitative drift analysis techniques lay the 

foundation of communicating the drift in terms of Bayesian and 

marginal probabilities. Authors provide their results on three 

benchmark datasets and thus demonstrate the effectiveness of 

quantitative drift measurement techniques on real-world learning 

tasks [8]. [9] Handles concept drift by relying on computation and 

analysis of the empirical loss of online learning systems or 

algorithms. Their method is developed based on obtaining 

statistical parameters from data distribution of loss by shuffling and 
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re utilizing the data several times through resampling. 

Additionally, they provide a theoretical guarantee for the designed 

procedure—an upper bound—based on the performance and 

stability of the underlying learning algorithms. According to the 

results of their experiments, their method performed well even in 

the presence of gaussian noise and had very high recall and 

precision values [9]. 

Provides a detailed survey on adaptive learning process for 

supervised learning. Authors first create a well-defined category of 

existing strategies implemented for concept drift detection and 

adaptation, then they provide an overview of the most well-known 

and popular techniques as well as algorithms. They also discuss the 

evaluation strategy for such adaptive algorithms under the presence 

of concept drift and present several illustrative examples and 

applications. Their survey covers the different facets of concept 

drift along with types, algorithms examples, applications, 

advantages, and disadvantages in an integrative way to reflect on 

the existing work done in this direction [10]. 

Most research work in [11-13] has the limitations of data 

streams—such as their infinite length, concept change, concept 

evolution, and concept recurrence—are the focus of most research 

endeavors. Concept drift detectors are used in many different 

applications, such as churn prediction for mobile companies and 

theft detection in the energy distribution system. Despite this, these 

algorithms are unreliable when handling dirty data. 

According to [14] proposed a novel approach titled 

Optimum-path Forest classifier which is used for handling concept 

drift based on the decision of the OPF classifiers committee. For 

[15] experimentally assesses the prequential methodology by 

examining its three commonly employed ways for updating the 

prediction model: Basic Window, Sliding Window, and Fading 

Factors. The main objective is to determine the most precise variant 

for experimentally evaluating prior results in situations when idea 

drifts occur. The focus is mostly on the accuracy observed within 

the entire data flow. 

For [16] discussed the performance of detection and 

introduced an algorithm that integrates both False positive rate and 

the error rate. It is called Drift Detection Method with False 

Positive rate for multi-label classification (DDM-FP-M). It initially 

calculates false positive rate and then interlaced with the Drift 

Detection method. Method integrates the disagreement measure, a 

diversity measure commonly used in static learning, with the Page-

Hinkley test to detect drifts in streaming scenarios [17]. Through 

the analysis of both artificial and real-life situations [18] have seen 

that each data stream may necessitate a distinct measurement 

function in order to detect changes in concepts, Considering the 

particular features of the respective application field. 

The online sequential extreme learning machines method is 

validated using two synthetic case studies that involve various 

types of idea drift. For [19] method is applied to two publicly 

available real-world datasets. According to [20] discussed an 

ensemble methodology to identify a collection of highly reliable 

predictions using clustering algorithms and classifier predictions. 

Then they used the Kullback-Leibler (KL) divergence method to 

quantify the disparities in distribution between consecutive 

segments, with the aim of identifying any changes in the underlying 

notion. Assessed the effectiveness of single-variable change 

detection methods. These techniques are applied to ensembles, in 

which every member scans a certain feature in the input space of 

an unsupervised problem detecting changes. An extensive 

evaluation of the ensemble combinations was given [21]. 

 

 

III. MATERIALS AND METHODS 

III.1 DATASET  

The Electricity dataset [22] used in this study was obtained 

from the Australia's New South Wales Electricity Market. The 

dataset consists of 45,312 records and 10 attributes. The target 

variable in this dataset represents the price change of electricity 

compared to the moving average of its demand over the previous 

24-hour period. The dataset exhibits a significant complexity and 

has been extensively studied in the literature, with numerous 

benchmark results given. Consequently, this dataset is an ideal 

choice for implementing novel concept drift models, including our 

own. 

The variables of this dataset are nswdemand, nswprice, 

vicdemand, vicprice, and transfer price It gives the electricity 

demand and price for Victoria and New South Wales, two 

Australian states. There is a measurement of the power transferred 

between these two states. The transfer price change as compared to 

a moving average of the electricity demand during the preceding 

24 hours is shown by the target label. The datapoints are generated 

at an interval of 30 minutes. The raw values are normalized after 

data collection in the interval of [0,1]. Two columns namely ID and 

date are dropped as those are not helpful towards our goal and 

therefore, 8 attributes are left in the training and test datasets. 

 

III.2 PREPROCESSING 

Standard data preprocessing steps are implemented to 

measure the quality of data. There are no missing values, and all 

numeric columns are already scaled in the range of [0,1]. 

Correlation among all variables is computed to determine whether 

there is a strong correlation between them. The correlation plot is 

shown in Figure 1. 

 

 
Figure 1: Correlation among variables in electricity dataset. 

Source: Authors, (2024). 

 

Feature engineering is implemented to compute new 

derived features from the original 8 features of this dataset. 

Polynomial feature selection with degree 2 and 3 are done to 

generate 55 and 120 features respectively. During the modelling 

phase, different versions of models are trained with original 
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features as well as derived feature sets of 55 and 120 and results 

are compared. The dataset is also described in Table 1. 

 

Table 1: Dimensions of the electricity dataset. 

 Dataset 

shape 

Training 

set shape 

Test set 

shape 

Original 

features 
(45312,8) (31718,8) (13594,8) 

derived 

features 

(Degree 2) 
(45312,55) (31718,55) (13594,55) 

derived 

features 

(Degree 3) 
(45312,120) (31718,120) (13594,120) 

Source: Authors, (2024). 

 

III. 3 MODELS 

There are multiple ways to handle concept drift in machine 

learning systems. For batch processing, models can be retrained 

with new instances and relabeled target variable, when concept 

drift is observed. For streaming data, incremental learning is 

usually the most preferred solution. The ideal solution for 

handling concept drift is thus to quickly adapt to concept drift. As 

most real-life production level machine learning applications run 

on streaming data, online learning to handle concept drift is ideal 

and the same has been explored by various work done so far. Our 

work develops a unique mixture of online learning algorithms 

which beats the current best obtained result on Austrian electricity 

dataset for concept drift adaption. Concept drift can be formally 

described as follows. 

When two-time instances t and t + 1 experience concept drift, it is 

described as 

 
                           X: Pt(X, y) ≠ Pt+1(X, y)                                 (1) 

In Eq.1 Pt denotes the joint probability distribution of data 

at time t and Pt+1 denotes the distribution at time t+1. Concept 

drift has occurred if the two distributions are not equal. 

  

In the realm of Bayesian Probability [2], the classification 

of data point is done using the class label posterior probabilities, 

where each class y's posterior probability can be expressed in 

terms of X as in Eq.2   

 

                           P(y|X) = P(y) P(X|y) / P(X)                          (2) 

 

 where P(y) is the known prior probability of the class y, 

P(X|y) is the marginal probability of X given class y and 

 

                              P(X) = ∑ 𝑃(𝑦
𝑛

𝑖=1
)P(X|y)                                     (3) 

 

Bayesian theory shows that the concept drifts can have two 

types: 

Real concept drift: This kind of drift indicates a shift in the 

model's performance. i.e change in the class labels posterior 

probabilities. 

Virtual drift: This kind of drift refers to a shift in the 

underlying distribution of the features while the performance of 

the model remains unchanged. i.e., without changing the 

conditional probability, the P(X) input probability distribution 

changes. 

 

III.3.1 Incremental Learning 

Incremental learning is an approach where each data point 

is sent successively to train the machine learning model. It is the 

standard approach for streaming data where the entire batch of data 

cannot be used in one shot for training, so model is made to learn 

in an incremental fashion with model weights getting updated as 

and when new data samples arrive for training. At any given time, 

step t, the historical data can be described as: 

 

                                XH = (X1, X2, X3 …. Xt)                               (4) 

 

So, for next instance t+1, to predict a label yt+1 using data 

till Xt+1 a learner Lt is trained using either all the data points or a 

sample from the given data XH then the learner Lt is used to predict 

the label for the data point Xt+1. The identical procedure is 

recurred for the next data point where predicted yt+1 from the 

classification model is used as input along with Xt+1. So, Xt+1 and 

Yt+1 becomes a part of historical data.  Figure 2 shows a pictorial 

representation of incremental learning. The incremental learning 

algorithms explored and adapted in this work are described here: 

Adaboost classifier [23] is a boosting ensemble method also 

popular for batch modelling. In case of AdaBoost, when a new 

observation arrives, the model learns from it k times. Initially 

weights are randomly initialized and updated based on 

misclassification error. The value of k is calculated from a Poisson 

distribution of model parameters. The parameters or weights are 

updated when the weak learners fit on the data successively. 

AdaBoost classifiers are known to perform well in case of concept 

drift under streaming data due to its nature of learning the weights 

from misclassification from individual data points. It also handles 

biasness which is a common pattern in incremental learning. 

 

 
Figure 2: Incremental Learning process. 

Source: [24]. 

 

Leveraging Bagging [25] is a bagging technique to handle 

high variance in incoming data streams. It is an improvement over 

the classic Oza Bagging classification model. The performance of 

bagging is leveraged or improved by increasing its sampling 

frequency or the resampling rate. It also uses a Poisson probability 

distribution mechanism to arrive at the re-sampling process. A 

higher weight value of the Poisson distribution considers the high 

variance in training data and thus different range of weights are 

updated accordingly to accurately classify the data samples. 

The ADWIN algorithm is used by Leveraging Bagging 

techniques to manage concept drift. It keeps track of each 

classifier's performance within the ensemble and replaces 

underperforming classifiers with new dummy classifiers when 
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concept drift is identified. In the next stage, the dummy classifier's 

weights are changed once more. Recent efforts have achieved 

state-of-the-art performance on numerous standard data sets by 

leveraging bagging classifiers, as detailed in the results section. 

Logistic regression [26] is a classical method for batch 

learning as well as online learning. This also supports learning 

with mini batches of data. For many ensemble methods in 

incremental learning such as Leveraging bagging classifier or 

AdaBoost classifier, it is used as a base learner. The working 

principle remains the same even for the case of single instance 

learning mechanism. Adaptive Random Forest classifier [27] is 

another very important method for incremental learning. It is 

popular for its ability to induct variance with replacement, and 

randomly selecting feature subset based on entropy of splits of 

nodes and its ability to do drift detection for base trees. 

Adaptive random forest work on the principle of training 

background trees when a drift detection warning is generated, and 

it replaces the active tree in case warning escalates to a drift i.e. 

trees are generated on the fly when drift is observed and thus 

model is updated with new trees which learns from the pattern of 

data points which caused the drift. Thus, it adapts the drift 

detection mechanism. ADWIN Bagging [28] another bagging 

method based on Oza bagging classification model. ADWIN can 

be used as drift detector as well as drift adaptation methods. Once 

a concept drift is observed, the worst classifier of the ensemble 

which is calculated using the error estimated by ADWIN 

optimizer is replaced with a new classifier which learns the weight 

to handle the drift. 

Hoeffding trees [29] are a class of tree-based models for 

incremental learning which has different flavors for different use 

cases. For example: Hoeffding Any Time Tree (HATT), vanilla 

Hoeffding Tree, EFDT etc. Each variant has its own advantages 

and disadvantages. Some are slower, others are faster but less 

accurate and so on. These methods work by splitting re-evaluation 

based on node purity and provides a theoretical upper bound for 

converges. Such methods continually revisit the nodes of the trees 

and update its internal structure. It handles non-stationarity better 

than many incremental learning algorithms. 

 

III.3.2 Ensemble Online Learning 

           The multiple combinations of methods described in the 

above section are implemented with different parameters to train 

an online learning algorithm. More than 15 combinations are 

trained with either different feature sets or model parameter sets 

and then those are compared with each other and the available 

literature on best performing models. 

           The schematic diagram of the best performing ensemble is 

shown in Figure 3. It shows a model pipeline consisting of three 

different classifiers namely AdaBoost classifier, Leveraging 

bagging classifier and logistic regression. The data is also scaled 

in the range (0,1) before model training using a standard scaler. 

The number of classifiers within the boosting ensemble is 3. 

Random seed is set as well so that the model results can be 

reproduced. In comparison to other algorithms, the execution time 

of the developed solution is also much better with 192 seconds 

whereas some of the other classifiers such as ARF classifier takes 

as much as 1800 seconds with up to 10 internal boosting 

classifiers. 

 
Figure 3: The best performing ensemble of incremental 

methods. 

Source: Authors, (2024). 

 

Pseudocode for AdaBoost Optimized: 

Input: Define the training data set T1 for classifier, Number of 

basic supervised classifiers M and streaming incremental 

dataset D 

Output: Class values for each sample of Testing set T2 

 

BEGIN 

01: Create the first ensemble leveraging bagging classifier 

model on the training data set T1 by Bagging 

02: t=0 

03: Repeat: 

04: t=t+1 

05: Fetch the new incoming sample from incremental set 

Di 

06: Classify the sample Di by base classifier logistic 

regression on the previous ensemble model 

07: Update parameters of each leveraging classifier 

08: Calculate error to find the classifier performing below 

threshold by base classifier 

09: if the sum of error < 0.5 

10: Store the label of Di 

11: A new base classifier to be trained on the labeled Di 

12: Bagging tree to be pruned, and the new classifier to be 

added to the ensemble bagging model to replace the worst-

performing one 

13: Assign the new classifier a weight based on 

misclassification error 

14: else 

15: pass 

16:  End if condition 

17: Update the Leveraging bagging ensemble model 

parameters to the Ada-boost classifier 

18:  continue until the end of the data stream from D. 

19. end for loop 

20. END 

 

III.3.3 Training Process 

The model process is shown in Figure 4. The original 

dataset is used for model training as well as derived features 

generated using polynomial feature engineering. Multiple 

different models are trained, results of which are shown in result 

section. Accuracy, Recall, Precision and F1-score are used to 

measure the performance of trained models. Effective data 

processing steps such as NA removal, duplicate checking, scaling, 
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normalization, outlier detection and train test split are performed 

before model training. 

 

 
Figure 4: Training process for concept drift adaptation. 

Source: Authors, (2024). 

 

IV. RESULTS AND DISCUSSIONS 

Model experiments and results are documented in this 

section. Table 2 shows the various methods implemented on the 

electricity dataset and the result obtained on the same. Model 

column provides the name of the algorithm, description column 

provides the information on model parameters and accuracy and 

f1-score is shown in third and fourth column. The result is sorted 

on increasing order of f1-score. The very last row of the table 

shows the best model. The precision and recall values are not 

shown for the sake of brevity but the same can be understood from 

the f1-score values. For the best model, precision 89.14% is and 

recall is 87.97%. the best model is a combination of AdaBoost 

classifier used with the pipeline of leveraging bagging classifier 

and logistic regression with number of models as 3. It provides an 

accuracy of 90.32% and f1-score of 88.55%. The developed 

algorithm is named AdaBoost Optimized as highlighted in Table 

2 with a star mark. 

 

Table 2: Model Comparison 

Model Description Accuracy (%) F1-Score (%) 

ADWIN Bagging Classifier Number of models: 3 67.31 53.69 

ADWIN Boosting Classifier Number of models: 3 68.06 58.8 

Hoeffding Tree Classifier Default parameters 74.02 65.24 

Extremely Fast Decision    
Tree Classifier Default parameters 74.28 65.58 

ARF Classifier Hyper parameter updated 75.6 67.73 

FFM Classifier Nfactors 10, intercept=.5, 75.12 67.87 

AMF Classifier Default parameters 76.03 68.34 

Leveraging Bagging Classifier ARF Classifier as base, No. of models: 

7 
75.25 68.45 

AdaBoost Classifier Number of models: 5 75.52 68.6 

AdaBoost Classifier Hoeffding Adaptive Tree Classifier as 

base 
74.67 68.95 

ARF Classifier Leaf_prediction=mc, Number of 

models: 3 
76.74 70.02 

AdaBoost Classifier ARF Classifier as base, No, of models:5 79.58 75.34 

AdaBoost Classifier ARF Classifier as base, No. of models: 

10 
80.22 76.25 

Ada Boost Classifier* Leveraging Bagging Classifier and 

Logistic Regression as base. 
90.32 88.55 

Source: Authors, (2024). 

 

Model results on derived features with degree 2 and 3. 

From Table 3, it is evident that increasing number of features is 

not helping the model. When the same ARF classifier is trained 

using original set of features, result is slightly better with accuracy 

of 76.74% and f1-score of 70.02% in comparison to derived 

features of 75.31% as accuracy and 67.67% as f1-score. 

 

Table 3: Models on derived features. 
Model Derived 

features 

degree 

Accuracy F1-Score 

ARF Classifier D=2 73.79 64.09 

ARF Classifier D=3 75.31 67.67 

Source: Authors, (2024). 

 

The result obtained is compared with the result obtained by 

other researchers on the same dataset as shown in Table 4. The best 

results obtained so far are DDG-DA [5], DDM [2] and leveraging 

bagging classifier [30] with the accuracy of 84.98%, 85.41% and 

88.12% respectively. In comparison to above, AdaBoost 

Optimized obtains an accuracy of 90.32% which is several steps 

ahead. The developed model has a better f1-score as well, which 

shows that the model is quite stable even with class imbalance. 

 

Table 4: Model Performance Comparison. 
 Accuracy (%) F1-Score 

(%) 

DDG-DA [5] 84.98  

DDM [2] 85.41  

Leveraging Bagging 

classifier [30] 

88.12 86.45 

 AdaBoost Optimized 90.32 88.55 

Source: Authors, (2024). 

Page 23



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.49, p. 18-25, September/October., 2024. 

 

 In order to further show the advantage of online learning, A 

classification model is trained using batch learning on the same 

data and the compare the result with online learning. A number of 

classification models are trained, but only the best performing 

model is shown in Table 5. Random forest model performs the best 

with an accuracy of 84.07% and F1-score as 80.62 % which is 

much lower compared to the online algorithm AdaBoost 

Optimized. 

 

Table 5: Batch learning vs online learning. 
 Model Name Accuracy F1-

Score 

Batch Random 

Forest 

84.07 80.62 

Online AdaBoost 

Optimized 

90.32 88.55 

Source: Authors, (2024). 

 

V. CONCLUSIONS 

Concept drift is a prevalent issue observed in operational 

Machine Learning models. It is critical to incorporate into the ML 

pipeline the tools and techniques required to detect and address 

concept drift; failure to do so will result in a gradual degradation of 

model performance. and results from it will not be useful. 

Incorporating some basic steps in ML production pipeline can help 

in detecting potential errors early and help keep models updated 

and relevant. Methods developed in this paper do a great job 

handling concept drift. It can further be improved for unstructured 

data scenarios. 
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