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Image processing has emerged as a promising tool for plant species recognition, allowing 

individuals to capture images with their mobile phones in the field and identify plant species 

or a list of closely related plants. Deep learning, particularly Convolutional Neural Networks 

(CNNs), has become the leading approach in image recognition tasks. This study explores 

the use of transfer learning, a deep learning technique, for automatic plant species 

recognition. Transfer learning involves using pre-trained CNN models, originally trained on 

large datasets like ImageNet, and fine-tuning them for specific tasks with smaller datasets. 

In this research, six pre-trained CNN models—VGG16, VGG19, DenseNet121, 

InceptionResNetV2, MobileNet, and MobileNetV2—were evaluated on a dataset 

comprising 30 plant species. The goal is to determine which transfer learning model 

performs best for plant species recognition. 
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I. INTRODUCTION 

Image processing is considered a promising tool for plant 

species recognition, enabling individuals to take pictures with their 

mobile phone cameras in the field and identify the plant species or 

a list of closely related plants [1]. When a computer application 

assists people in accurately identifying plants, it not only helps in 

recognizing various species but also raises awareness among the 

public about the importance of protecting them [2]. In manual 

recognition system, scientists use different characteristics of the 

plant such as seeds, fruits, flower, stem and leaf [3]. 

A key aspect of plant identification presents a significant 

scientific and technical challenges. These challenges arise not only 

because of the vast diversity of plant species but also because of 

their highly varied taxonomic characteristics  [4]. For this reason, 

using manual approaches for plant recognition is a time consuming 

and demanding [5]. 

Therefore, it became necessary to develop an automated 

system for plant identification.This system involves capturing 

images with a smartphone, which can then be analyzed using image 

processing software or applications to identify the specific plant 

species. The analysis includes several steps such as preprocessing 

to enhance image quality, feature extraction to isolate important 

parts of the image like leaf shape and texture, and classification 

using machine learning or deep learning algorithms to match the 

extracted features with a database of known plant species [1]. 

Currently, deep learning is widely used in various artificial 

intelligence applications, especially in image recognition and 

classification tasks [6],[7]. Different models of Convolutional 

neural networks (CNNs) are generally used in this tasks [8]. 

Transfer learning is a technique of deep learning that uses a pre-

trained CNNs model on various problems. Transfer learning is a 

valuable technique when there is a shortage of datasets or limited 

computational resources. It allows models pre-trained on large 

datasets like ImageNet to be fine-tuned for specific tasks with 

smaller datasets. In this paper, we present an approach that uses 

transfer learning for plant species recognition. Six pre-trained 

models of CNNs such as VGG16, VGG19, Mobile Net and 

DenseNet have been tested on a dataset of 30 classes. Our goal is 

to decide which transfer leaning model is more appropriate for 

plant species recognition.  
 

II.RELATED WORKS 

This section discusses different methods that have been 

used for species plant recognition using image processing and deep 

learning.In [9], the authors proposed research that uses deep 

learning for recognize local fruits. They used transfer learning 

models such VGG19, Inception-V3, ResNet-50, and MobileNet on 
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a dataset of eight classes and 3240 samples.  The best results are 

obtained by MobileNet with an accuracy of 99.21%. In [10], the 

authors used AlexNet model for fruits freshness classification. This 

model gives an accuracy of 99,3%, 98.2% and 99.8% on three 

datasets. In [11], the authors suggested a CNN model using data 

augmentation for plant classification to overcome the problem of 

insufficient dataset. This work used four dataset which are Fruits-

360, PlantVillage, PlantDoc and Plants. 

This method showed higher performance comparted to 

other methods when the experiments were tested on the same 

datasets.  In [12], the authors used VGG16 CNN model for fruits 

classification. Six classes of the most known fruits were used for 

the experiments. The results showed the classification accuracy of 

94.16%. In [13], the authors used a plant dataset that have 30000 

images  and contains 100 ornamental species. These images were 

collected from Beijing Forestry University campus. The proposed 

ResNet-based model suggested in this work achieved a 

classification accuracy of 91.78. In [5], the authors proposed a 

hybrid approach that uses the histogram of oriented gradients 

vector to extract features. Then, they used those features to make 

classification using SVM. Secondly, they used CNN for plant 

species recognition. They achieved an accuracy of 98.22 on 

Swidish dataset when data is augmented. 

 

III. THE PROPOSED APROACH  

Transfer learning is one of the powerful techniques that has 

been extensively utilized for image recognition applications 

because of their hierarchical structure and their features extraction 

capabilities[14]. Transfer learning is a machine learning technique 

where a pre-trained model, is developed for one task and is 

repurposed for a different related task. In the context of 

Convolutional Neural Networks (CNNs), it involves using the 

learned features from a model trained on a large dataset to improve 

performance and reduce training time on a smaller, target dataset. 

It is proved that CNNs can achieve better performance than the 

classical methods [15].The proposed approach uses transfer 

leaning for automatic species plant identification. To achieve this 

goal, four CNN models were applied on a dataset of 30 classes. The 

flowchart of the proposed approach is shown in Figure 1. 

IV.1.PRE-TRAINED CNN MODELS 

Six CNN models were utilized in this work which are  

DenseNet, MobileNet, MobileNetV2, InceptionResNetV2. 

VGG16 is a CNN model developed by the visual Geometry Group 

at the University of Oxford. VGG16 modified AlexNet by using 

3x3 kernels with 1 stride instead of 1x1 and 5x5 which allows for 

obtaining complicated features with short time computation. 

VGG16 is composed of 5 convolutional blocks. Each block have 2 

to 3 convolutional layers [16]. All convolutional layers have Relu 

activation.  

VGG19 is a convolutional neural network architecture that 

was proposed by the Visual Geometry Group (VGG) at the 

University of Oxford. It is similar to VGG16 but differ in the depth 

of the layers. It has 6 convolutional layers, 3 fully connected layers, 

5 max-pooling layers and total of 19 weight layers. It gave  a 

classification accuracy rate of 88% on the ImageNet dataset [17]. 

MobileNet is a deep CNN network was proposed by 

Howard to overcame the problem of using high computational 

resources. It is suitable for devices with limited resource such as 

IoT and smartphones devices [18].  MobileNet uses a single filter 

in the input layer which reduces the computation and uses a 1x1 

convolution to join the outputs of the depthwise convolution [19].  

Residual Network or ResNet was developed by [20]. 

ResNet is composed of the residual blocks. Each block a small 

number of convolutional layers. ResNet have shortcut connection 

that join directly the input of block by its output. RetNet50 that was 

used in this work is a specific type of the ResNet. It has 50 layers 

and is one of the most widely and known model of the ResNet types 

because of its tradeoff between  computational efficiency, 

performance and the depth [21]. 

InceptionResNetV2 was introduced by Christian Szegedy 

[22]. It integrates the power of the residual networks and 

InceptionNetworks. It is composed of 164 layers and it can classify 

1000 objects. It have a good balance between performance and 

resource requirements [23]. DenseNet is a deep Neural network in 

which the input of each layer is the concatenation of the outputs of 

all preceding layers within the same block in a feed-forward 

fashion to guarantee the maximum information stream between 

layers [24]. 
 

IV.2.DATASET: 

To develop our automatic plan species recognition method, 

we downloaded various plant images from Kaggle.  The used 

dataset is composed of 26970 plant images of 30 classes. Each class 

have 790 images for training and 100 images for test of different 

sizes. The 30 plant species are Aloevera, banana, bilimbi, 

cantaloupe, cassava, coconut, corn, cucumber, curcuma, eggplant, 

galangal, ginger, guava, kale, longbeans, mango, melon, orange, 

paddy, papaya, peper chili, pineapple, pomelo, shallot, soybeans, 

spinach, sweet potatoes, tobacco, waterapple and watermelon. 

 
Figure 1: Flowchart of the proposed transfer learning methodology. 

Source: Authors, (2025). 
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Figure 2:  Samples of the different plant species of the used dataset. 

Source: Authors, (2025). 

 

IV. EXPERIMENT AND DISCUSSION 

IV.1.EXPERIMENT SETTINGS 

The six deep learning models were applied on machine 

using python 2.6 with Keras and Tensorflow. Each model is run on 

Windows 10 (64 bits) with Intel® Core™ i5-7200U CPU @ 

2.50GHz 2.71GHz and 16 Go of RAM. The Adam optimizer with 

50 epochs, 32 batch and a learning rate of 0.001 is used to train 

each model. The sparse categorical cross-entropy was utilized as a 

loss function. The models used weights pre-trained on ImageNet 

dataset for transfer learning. The evaluation of deep learning 

models for plant species recognition is done using the following 

measurements criteria: The Accuracy is ratio of the number of 

samples correctly predicted to the overall data. The accuracy is 

calculated using the following expression [16]:  
 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁++𝐹𝑁+𝐹𝑃
                           (1) 

Where TP and FP represent the number of positive samples 

classified as true and false respectively and TN and FN represent 

the number of negative samples classified as true and false 

respectively. The Precision is the ratio of the number of positive 

samples correctly classified to the overall of samples positive  

classified. The precision is computed as: 
 

Precison =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                 (2) 

 

The Recall is the ratio of the number of positive samples 

correctly classified to the overall of positive samples.  

The recall is calculated as: 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                        (3) 

Where FN represents the count of false negatives 

The F1Score combine between precision and recall into a 

single metric. It is calculated using the following equation: 
 

𝐹1Score =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                            (4) 

 

The values of accuracy, precision, recall and F1-score of 

each model are shown in Table .1. 

IV.2.DISCUSSION: 

It can be seen from table 1 that Cucumber, Kale, Longbeans, 

and Sweet Potatoes have high metrics across all four parameters, 

indicating strong VGG16 performance in identifying these classes. 

Cantaloupe and Melon show significantly lower scores, 

particularly in Recall and F1-score, suggesting that VGG16 

struggles with these classes.  It can be seen from table 2 that 

Papaya, Peper Chili, Sweet Potatoes, and Spinach demonstrate 

high performance across all metrics, indicating that the VGG19 

model effectively recognizes these classes. Cantaloupe has the 

lowest performance metrics, particularly in Recall and F1-score, 

indicating significant difficulty for the model in correctly 

identifying this class. Curcuma and Galangal also show relatively 

lower performance, suggesting the need for improvement. The 

VGG16 shows higher mean values across all metrics compared to 

VGG19, indicating generally better performance with the former 

model. From table 3, it can be seen that Longbeans, Corn, Paddy, 

and Aloevera demonstrate exceptionally high performance across 

all metrics, indicating MobileNet effectively recognizes these 

classes. Melon and Cantaloupe show the lowest performance 

metrics, particularly in Precision, Recall, and F1-score, suggesting 

significant difficulty for the model in correctly identifying these 

classes. MobileNet shows the highest mean values across all 

metrics compared to VGG19 and VGG16, indicating superior 

overall performance. 

 

Table 1: Different evaluation metrics obtained by using VGG16. 

Class Accuracy Precision Recall F1-score 

Aloevera 0.829 0.843 0.860 0.851 

banana 0.885 0.855 0.812 0.833 

bilimbi 0.872 0.818 0.775 0.796 

cantaloupe 0.694 0.585 0.475 0.523 

cassava 0.888 0.856 0.885 0.870 

coconut 0.818 0.779 0.779 0.779 

corn 0.855 0.859 0.875 0.867 

cucumber 0.903 0.895 0.949 0.921 

curcuma 0.779 0.759 0.737 0.748 

eggplant 0.852 0.842 0.800 0.821 

galangal 0.797 0.812 0.675 0.737 

ginger 0.828 0.829 0.831 0.830 

guava 0.803 0.789 0.833 0.810 

kale 0.907 0.892 0.923 0.907 

longbeans 0.928 0.901 0.912 0.906 

mango 0.806 0.723 0.747 0.735 

melon 0.721 0.742 0.659 0.698 

orange 0.858 0.875 0.820 0.846 

paddy 0.833 0.839 0.791 0.814 

papaya 0.834 0.857 0.939 0.896 

peper chili 0.906 0.851 0.957 0.901 

pineapple 0.900 0.861 0.882 0.872 

pomelo 0.886 0.855 0.812 0.833 

shallot 0.840 0.844 0.852 0.848 

soybeans 0.868 0.844 0.802 0.822 

spinach 0.862 0.874 0.889 0.881 

sweet potatoes 0.905 0.884 0.889 0.886 

tobacco 0.853 0.829 0.778 0.803 

waterapple 0.871 0.830 0.843 0.836 

watermelon 0.846 0.802 0.766 0.784 

Mean 0.847 0.829 0.823 0.825 

Source: Authors, (2025). 
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Table 4 shows that Waterapple, Sweet Potatoes, Melon, 

Cucumber, and Peper Chili demonstrate exceptionally high 

performance across all metrics, indicating MobileNetV2 

effectively recognizes these classes. Spinach, Coconut, Ginger, and 

Tobacco show the lowest performance metrics, particularly in 

Precision, Recall, and F1-score, suggesting significant difficulty 

for the model in correctly identifying these classes. MobileNetV2 

shows slightly higher mean values for Precision and Recall 

compared to MobileNet. However, the F1-score is almost identical, 

showing consistent performance between the two models. 
 

Table 2: Different evaluation metrics obtained by using VGG19. 

Class Accuracy Precision Recall F1-score 

Aloevera 0.770 0.845 0.770 0.794 

banana 0.853 0.870 0.800 0.833 

bilimbi 0.724 0.707 0.820 0.759 

cantaloupe 0.533 0.595 0.440 0.506 

cassava 0.828 0.763 0.780 0.771 

coconut 0.790 0.790 0.820 0.805 

corn 0.777 0.724 0.875 0.792 

cucumber 0.824 0.752 0.760 0.756 

curcuma 0.686 0.666 0.700 0.682 

eggplant 0.724 0.779 0.760 0.765 

galangal 0.704 0.670 0.690 0.678 

ginger 0.805 0.821 0.790 0.800 

guava 0.795 0.780 0.790 0.785 

kale 0.821 0.831 0.840 0.835 

longbeans 0.851 0.844 0.860 0.851 

mango 0.763 0.787 0.760 0.770 

melon 0.698 0.708 0.650 0.675 

orange 0.834 0.839 0.820 0.829 

paddy 0.770 0.740 0.820 0.778 

papaya 0.876 0.868 0.890 0.878 

peper chili 0.899 0.875 0.945 0.909 

pineapple 0.845 0.828 0.820 0.823 

pomelo 0.865 0.818 0.820 0.819 

shallot 0.826 0.810 0.840 0.823 

soybeans 0.774 0.740 0.815 0.773 

spinach 0.845 0.862 0.860 0.861 

sweet 

potatoes 
0.858 0.834 0.890 0.861 

tobacco 0.804 0.781 0.770 0.775 

waterapple 0.841 0.812 0.850 0.829 

watermelon 0.841 0.860 0.780 0.807 

Mean 0.796 0.783 0.791 0.785 

Source: Authors, (2025). 

Table 5 shows that Banana, Watermelon, Tobacco, Paddy, 

Eggplant, Galangal, Orange, Pepper Chili, and Waterapple 

demonstrate exceptionally high performance across all metrics, 

indicating that DenseNet effectively recognizes these classes. 

Cantaloupe shows the lowest performance metrics, particularly in 

Accuracy, Recall, and F1-score, suggesting significant difficulty 

for the model in correctly identifying this class. Coconut, Curcuma, 

Shallot, and Bilimbi also show relatively lower performance 

compared to other classes, though better than Cantaloupe. 

DenseNet shows strong overall performance, with mean 

Precision and F1-score similar to MobileNetV2 and slightly better 

than MobileNet. However, its mean Accuracy is slightly lower than 

MobileNetV2 and MobileNet. 

 

Table 3: Different evaluation metrics obtained by using 

MobileNet 

Class Accuracy Precision Recall F1-score 

Aloevera 0.925 0.902 0.950 0.925 

banana 0.906 0.880 0.880 0.880 

bilimbi 0.900 0.900 0.900 0.900 

cantaloupe 0.850 0.745 0.850 0.794 

cassava 0.905 0.950 0.950 0.927 

coconut 0.870 0.825 0.870 0.847 

corn 0.945 0.935 0.945 0.940 

cucumber 0.870 0.780 0.840 0.809 

curcuma 0.900 0.850 0.850 0.850 

eggplant 0.885 0.850 0.850 0.850 

galangal 0.890 0.860 0.860 0.860 

ginger 0.820 0.820 0.820 0.820 

guava 0.885 0.825 0.870 0.847 

kale 0.890 0.890 0.980 0.933 

longbeans 0.980 0.980 0.980 0.980 

mango 0.900 0.870 0.870 0.870 

melon 0.860 0.370 0.370 0.370 

orange 0.935 0.830 0.830 0.830 

paddy 0.925 0.950 0.950 0.950 

papaya 0.900 0.845 0.900 0.872 

peper chili 0.890 0.890 0.890 0.890 

pineapple 0.900 0.830 0.900 0.864 

pomelo 0.905 0.905 0.905 0.905 

shallot 0.855 0.820 0.855 0.837 

soybeans 0.880 0.840 0.840 0.840 

spinach 0.895 0.845 0.845 0.845 

sweet potatoes 0.900 0.850 0.850 0.850 

tobacco 0.900 0.900 0.900 0.900 

waterapple 0.870 0.865 0.865 0.865 

watermelon 0.910 0.905 0.910 0.907 

Mean 0.893 0.859 0.887 0.863 

Source: Authors, (2025). 

Table 6 shows that Banana, Cantaloupe, Corn, Melon, and 

Watermelon demonstrate relatively high performance across all 

metrics, indicating InceptionResNetV2 effectively recognizes 

these classes. Coconut shows the lowest performance metrics, 

particularly in Recall and F1-score, suggesting significant 

difficulty for the model in correctly identifying this class. Mango 

and Curcuma also show relatively lower performance compared to 
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other classes, with Mango showing particularly poor Precision and 

F1-score. InceptionResNetV2 shows the lowest overall 

performance metrics compared to DenseNet, MobileNetV2, and 

MobileNet. Its mean Accuracy, Precision, Recall, and F1-score are 

all lower than the other models, indicating that InceptionResNetV2 

is less effective for this particular classification task. 

Table 4: Different evaluation metrics obtained by using 

MobileNetV2. 

Class Precision Recall F1-Score 

Aloevera 0,91 0,91 0,91 

Banana 0,97 0,88 0,92 

Bilimbi 0,77 0,91 0,84 

Cantaloupe 0,89 0,85 0,87 

Cassava 0,9 0,94 0,92 

Coconut 0,86 0,82 0,84 

Corn 0,93 0,92 0,92 

Cucumber 0,95 0,91 0,93 

Curcuma 0,94 0,88 0,91 

Eggplant 0,94 0,88 0,91 

Galangal 0,85 0,94 0,89 

Ginger 0,84 0,88 0,86 

Guava 0,89 0,89 0,89 

Kale 0,95 0,91 0,93 

Longbeans 0,85 0,93 0,89 

Mango 0,89 0,87 0,88 

Melon 0,91 0,96 0,93 

Orange 0,86 0,9 0,88 

Paddy 0,87 0,96 0,91 

Papaya 0,91 0,88 0,89 

Peper Chili 0,95 0,92 0,93 

Pineapple 0,85 0,85 0,85 

Pomelo 0,9 0,85 0,87 

Shallot 0,88 0,85 0,86 

Soybeans 0,91 0,86 0,88 

Spinach 0,84 0,83 0,83 

Sweet Potatoes 0,93 0,95 0,94 

Tobacco 0,89 0,84 0,86 

Waterapple 0,97 0,95 0,96 

Watermelon 0,94 0,95 0,94 

Mean 0,90 0,90 0,89 

Source: Authors, (2025). 

 

Overalll from table 7, it can be see. 

 

is the first choice for this classification task given its top 

performance across all metrics. MobileNet and DenseNet121 are 

also alternative Options with robust performance. 

The confusion matrix of each model is shown in Fig. 5. 

Considering the confusion matrix of MobleNetV2, it can be seen 

that there are clear confusions between Melon and Cantaloupe, 

Pomelo and Coconut, Curcuma and Ginger and Orange and 

Pomelo. 

 

Table 5: Different evaluation metrics obtained by using 

DenseNet. 

Class Accuracy Precision Recall 
F1-

Score 

Aloevera 0.87 0.89 0.88 0.88 

Banana 0.97 0.98 0.97 0.97 

Bilimbi 0.84 0.86 0.85 0.85 

Cantaloupe 0.75 0.78 0.75 0.76 

Cassava 0.84 0.87 0.84 0.85 

Coconut 0.81 0.83 0.81 0.81 

Corn 0.91 0.92 0.91 0.91 

Cucumber 0.90 0.91 0.90 0.90 

Curcuma 0.83 0.86 0.83 0.84 

Eggplant 0.92 0.94 0.92 0.92 

Galangal 0.92 0.94 0.92 0.92 

Ginger 0.87 0.89 0.87 0.87 

Guava 0.88 0.89 0.88 0.88 

Kale 0.86 0.89 0.86 0.87 

Longbeans 0.87 0.89 0.87 0.88 

Mango 0.88 0.90 0.88 0.88 

Melon 0.84 0.86 0.84 0.84 

Orange 0.92 0.93 0.92 0.92 

Paddy 0.95 0.95 0.95 0.95 

Papaya 0.89 0.90 0.89 0.89 

Pepper 

Chili 
0.92 0.94 0.92 0.92 

Pineapple 0.90 0.91 0.90 0.90 

Pomelo 0.87 0.89 0.87 0.87 

Shallot 0.84 0.86 0.84 0.84 

Soybeans 0.90 0.91 0.90 0.90 

Spinach 0.88 0.90 0.88 0.88 

Sweet 

Potatoes 
0.88 0.90 0.88 0.88 

Tobacco 0.95 0.96 0.95 0.95 

Waterapple 0.92 0.94 0.92 0.92 

Watermelon 0.96 0.97 0.96 0.96 

Mean 0.88 0.90 0.88 0.89 

Source: Authors, (2025). 

Table 6: Different evaluation metrics obtained by using 

InceptionResNetV2. 

Class Accuracy Precision Recall 
F1-

Score 

Aloevera 0.75 0.75 0.75 0.75 

banana 0.89 0.98 0.83 0.90 

bilimbi 0.83 0.68 0.82 0.74 

cantaloupe 0.85 0.87 0.83 0.85 

cassava 0.70 0.91 0.68 0.78 
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coconut 0.55 0.64 0.46 0.53 

corn 0.85 0.87 0.82 0.85 

cucumber 0.71 0.63 0.71 0.67 

curcuma 0.59 0.85 0.58 0.69 

eggplant 0.72 0.86 0.69 0.77 

galangal 0.73 0.63 0.62 0.63 

ginger 0.73 0.69 0.57 0.62 

guava 0.75 0.77 0.61 0.68 

kale 0.76 0.78 0.65 0.71 

longbeans 0.84 0.82 0.86 0.84 

mango 0.55 0.33 0.57 0.42 

melon 0.80 0.77 0.80 0.79 

orange 0.80 0.64 0.83 0.72 

paddy 0.71 0.72 0.70 0.71 

papaya 0.75 0.89 0.70 0.78 

peper chili 0.75 0.65 0.79 0.71 

pineapple 0.77 0.69 0.65 0.67 

pomelo 0.71 0.55 0.65 0.60 

shallot 0.76 0.67 0.69 0.68 

soybeans 0.76 0.59 0.82 0.69 

spinach 0.83 0.69 0.82 0.75 

sweet 

potatoes 
0.81 0.70 0.83 0.76 

tobacco 0.80 0.58 0.68 0.63 

waterapple 0.76 0.79 0.68 0.73 

watermelon 0.82 0.88 0.79 0.83 

Mean 0.75 0.73 0.71 0.71 

Source: Authors, (2025). 

 

Table 7: Mean values of each metric for each model. 

Class Accuracy Precision Recall F1-Score 

VGG16 0.84 0.829 0.823 0.82 

VGG19 0.79 0.783 0.791 0.78 

MobileNet 0.8 0.859 0.887 0.86 

MobileNetV2 0,90 0,90 0,89 0,90 

DenseNet121 0.88 0.90 0.88 0.89 

InceptionResNetV2 0.75 0.73 0.71 0.71 

Source: Authors, (2025). 

 

V.CONCLUSION 

The study presented an approach for automatic plant species 

recognition using transfer learning with six pre-trained CNN 

models: VGG16, VGG19, DenseNet121, InceptionResNetV2 

MobileNet, and MobileNetV2. These models were tested on a 

dataset of 30 plant species. The experimental results demonstrated 

that transfer learning is highly effective for plant species 

recognition, with MobileNetV2 showing the best overall 

performance across all evaluation metrics. The MobileNetV2 

model achieved the highest accuracy, precision, recall, and F1-

score, making it the most suitable model for this task. MobileNet 

and DenseNet also showed strong performance and can be 

considered as alternativ . 
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