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One of the great challenges to obtaining knowledge from data sources is to ensure 

consistency and non-duplication of stored information. Many techniques have been 

proposed to minimize the work cost and to allow data to be analyzed and properly corrected. 

However, there are still other essential aspects for the success of data cleaning process that 

involve many technological areas: performance, semantic and autonomy of the process. 

Against this backdrop, we developed an automated configurable data cleaning environment 

based on training and physical-semantic data similarity, aiming to provide a more efficient 

and extensible tool for performing information correction which covers problems not yet 

explored such as semantic and autonomy of the cleaning implementation process. The 

developed work has, among its objectives, the reduction of user interaction in the process of 

analyzing and correcting data inconsistencies and duplications. With a properly calibrated 

environment, the efficiency is significant, covering approximately 90% of inconsistencies 

in the database, with a 0% percentage of false-positive cases. Approaches were also 

demonstrated to show that besides detecting and treating information inconsistencies and 

duplication of positive cases, they also addressed cases of detected false-positives and the 

negative impacts they may have on the data cleaning process, whether manual or automated, 

which is not yet widely discussed in literature. The most significant contribution of this work 

refers to the developed tool that, without user interaction, is automatically able to analyze 

and eliminate 90% of the inconsistencies and duplications of information contained in a 

database, with no occurrence of false-positives. The results of the tests proved the 

effectiveness of all the developed features, relevant to each module of the proposed 

architecture. In several scenarios the experiments demonstrated the effectiveness of the tool. 
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I. INTRODUCTION 

 

Storage of information has become increasingly larger and 

more frequent, since data may contain valuable information [1]. 

In order to obtain correct information from all possible or 

convenient sources, it is necessary to ensure that the analyzed 

data are integrated consistently and correspond to the reality of 

the information. This warranty is only possible if there is a data 

pre-processing; a step where the information stored in different 

sources is integrated and analyzed to detect inconsistencies, 

physical or semantic duplications, standardization and 

corrections, etc. One of the stages of data pre-processing is called 

data cleaning, which develops computational techniques for 

handling data issues and inconsistencies from the same source or 

even distributed sources. Only after that process is the data 

suitable for analysis and correlation [2]. 
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Although there are several suggestions and techniques in 

literature to solve the problem of inconsistency and data 

duplication, enough tools that contemplate efficiency and 

effectiveness cannot yet be found, and their cost of processing is 

quite high and results do not always guarantee that information is 

properly treated and corrected. 

This paper presents a data cleaning environment that 

addresses needs that are extremely important but previously 

poorly explored, to provide a tool which is effective and 

independent as possible of human interaction to implement a 

large data sources cleaning process, providing an extensible tool 

which considers possible extensions of new algorithms, 

techniques, rules and settings, besides being portable to different 

relational database management systems. 

 

II. BACKGROUND 

 

A data cleaning process should detect and remove errors 

and inconsistencies from one or more information sources to 

improve data quality. This process is needed in order to analyze 

and extract useful knowledge from a repository, a file, a data set 

of databases, as well as is essential for consistent integration of 

heterogeneous data sources and one of the data pre-processing 

steps for data mining. Problems and inconsistencies that are found 

mainly arise due to spelling errors, invalid data or lack of data 

during information entry in a file or data repository [3]. 

Systems of heterogeneous data sources such as data 

warehouses require a comprehensive treatment of information, 

especially to support data cleaning. In this type of architecture, 

data is loaded, huge amounts of information are continuously 

updated from several repositories and the probability of some 

sources containing "dirty data" is high. As example of this 

complexity data analysis, we can indicate the research of a 

herbarium in [4]. Due to the wide variety of possible 

inconsistencies and the large volume of data, the data cleaning 

process is considered one of the most complex processes in order 

to obtain knowledge. Even nowadays, computer systems provide 

only limited support for data cleaning because they focus on data 

transformation for translation and integration schemes [5]. 

A data cleaning process must satisfy several requirements. 

First of all, it should detect and remove any mistakes and 

inconsistencies in the information stored in both single and 

integrated multiple sources. The approach should be supported by 

tools that minimize the manual effort and are generic and easily 

extensible to cover new sources of information. Furthermore, data 

cleaning should not be done in isolation, but together with related 

data schema transformations based on comprehensive metadata. 

Mapping functions for cleaning and other data transformations 

are specified declaratively and can be reusable for other data 

sources, as well as for query processing. An infrastructure 

workflow must reliably and efficiently support all stages of 

processing data from multiple sources and large data sets. 

According to [3], data cleaning process may involve the 

following phases: data analysis, conflict treatment, conflict 

treatment, transformation, verification, transformation and 

duplicate elimination tasks. 

 

II.1 SIMILARITY AND DUPLICATE DETECTION 

ALGORITHMS AND TECHNIQUES 

 

Determining matching cases is typically a high cost 

operation for large databases. Algorithms for character-based 

similarity detection aim to treat mainly misspellings or data entry. 

The main algorithms cited in literature include the Smith 

Waterman Distance, Affine Gap Distance [5], Edit Distance [6-

7], Jaro Distance Metric [8], Q-Gram Distance [9-11], Hamming 

Distance [12-13] and Jaccard Coefficient [14-15]. 

Algorithms for token-based similarity detection aim to 

treat mainly misspellings or typing data as character-based, but 

with the difference of treating compound words or set of words. 

The main algorithms that address these cases are: Cosine 

Similarity [16-18], Atomic Strings [19], WHIRL [20] and Q-

Grams with tf.idf [21]. 

Two techniques previously discussed deal similarities 

representative of characters composing one or a set of words. 

However, depending on each language, a set of different 

characters can be phonetically similar, even if they are physically 

similar, i.e. similarity of characters or tokens. The main 

algorithms with this approach are: Soundex [22] Metaphone and 

Double Metaphone [23], NYSIIS - New Your State Identification 

and Intelligence System [24], ONCA - Oxford Name 

Compression Algorithm [25] and PSI - Phonetic Similarity 

Identification [2]. 

 

II.2 TOOLS 

 

Over the last years, some data cleaning tools have been 

presented and research groups have contributed presenting 

techniques and free software packages which can be used for 

duplicate records detection. The main tools presented in literature 

include WHIRL [26], Flamingo Project5 [27], BigMatch [28], 

Database Cleaner [29], WizSame [5], Febrl Syste3 - Freely 

Extensible Biomedical Record Linkage [30-31], TAILOR [32] 

and SmartClean [33]. 

 

II.3 REVIEW OF DATA CLEANING RESEARCH 

 

Published researches in recent years in the data cleaning 

area have covered some important perspectives such as new 

algorithms, frameworks and tools that include a combination of 

several techniques, involving detection of duplicate and statistics 

in order to try to improve information quality with low cost and 

minimal user interaction in data cleaning process. Some samples 

work such as [34-41], propose frameworks in order to offer 

extensibility and efficiency to the data cleaning process. 

Some other researches propose new techniques and 

algorithms for duplicates detection. Ciszak [42] proposes an 

algorithm based on data correlation methodology (data mining) 

to identify and correct physical or semantic duplicate 

information. Qian [43] introduces the need for VGI data cleaning. 

Wang [44] presents an algorithm for data cleaning using outlier 

data detection technique. Okita [45] presents an algorithm for 

automated data translators cleaning. Bertossi et al. [46] presents 

an example of data cleaning process using the concept of 

corresponding dependencies as a procedure for detecting 

duplicates. Chaturvedi [47] proposes a method that selects a set 

of data records which, when used to create the data cleaning-

based rule model, may include the maximum number of records. 

Prasad [48] present a tool to improve data quality that identifies 

variations and synonyms of a given entity present in the data. 

 

II.4 CONTRIBUTIONS OF THIS WORK 

 

The most significant contributions of this work refer to the 

developed tool that, without user interaction, is automatically 

capable of analyzing and eliminating 90% of the inconsistencies 
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and duplications of information contained in a database, with no 

occurrence of false-positives. Moreover, the data cleaning 

environment is extensible and portable, allowing it to be easily 

upgraded and enhanced with new algorithms, techniques, 

dictionaries, language, etc. 

Features, techniques and approaches for the data cleaning 

process with various tools and frameworks available in literature 

and the market are summarized in Table 1, where the character 

“x” indicates the present of the corresponding feature. It is worth 

noting that the developed data cleaning environment addresses 

many aspects still little explored by these works in the state of art, 

thus confirming its contribution. 

 

Table 1: Comparison of features contemplated by diverse data cleaning tools. 
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Duplicate Detection x x x x x x x x x x x x x 

Detection and Transformation x x x   x  x  x x x  

3 or more Ad-hoc Algorithms x   x  x  x x x x x  

Special Character Treatment x x x x x x x x  x x x  

Phonetics x   x x     x    

Multi-Language Phonetics x    x         

Stopwords x             

Multi-Language Stopwords x             

Semantic x      x   x    

Multi-Language Semantic x             

Intelligent Approach and Training x       x x     

Manual Data Cleaning x x x   x  x  x x x  

Semi-Automated Data Cleaning x             

Automated Data Cleaning x             

Extensibility x     x    x x x  

Portability x     x    x x   

Source: Authors, (2020). 

 

III. COMPARISON OF FEATURES CONTEMPLATED BY 

DIVERSE DATA CLEANING TOOLS 

 

The data cleaning process can be basically divided into 

two main activities: analysis and transformation. For both cases, 

it needs a large computational effort to scan whole database, find 

duplicate information and correct them. 

In the analysis stage, physical and semantic approaches are 

needed, since in many cases, words with similar duplication 

spellings do not match, or otherwise, different words physically 

may represent the same real-world entity, which would represent 

duplicity or dirt information in the database. 

There are many techniques presented in literature for 

detecting duplicate information based on its physical resemblance 

(spelling) and phonetics, but it has still been little explored from 

a semantic perspective. To cover semantic term variations is 

difficult, since the semantics within a language vary not only in 

its formal construction, with synonyms, but vary in the same 

language meanings in different regions, culture and even in the 

context in which they are used. 

Another important point to be explored corresponds to the 

frequency that the database needs to be cleaned. Most databases 

have real-world data constantly inserted, resulting in daily 

duplications and dirt. This means that a cleaning process has to 

be performed again on the following day, often a few hours later. 

It shows that a significant portion of the problems are recurrent, 

i.e., instances of dirt that had previously been detected and 

treated. 

Available algorithms and tools offer partial solutions, 

attacking some of the problems, with advantages and 

disadvantages, but there is still work to be done in order to solve 

problems in analysis, processing and providing a truly effective 

and efficient data cleaning solution. 

The developed data cleaning environment offers 

efficiency in the whole data cleaning process. The proposed 

architecture includes modules for specific treatment of analysis 

and transformation stages, which will be described in detail in the 

following sections of this paper. 

 
III.1 DATA CLEANING ENVIRONMENT OVERVIEW 

 
The work was developed using C++ development 

framework supported by Qt with modules for SQL data 

manipulation language. One of the advantages of the proposed 

tool is related to its portability and expandability, since it was 

modularly constructed and can be portable to different DBMS. 

Some of its features are directly dependent on the used 

DBMS, but possibilities are offered to adapt to new database 

mechanisms that support foreign keys and referential integrity. It 

is possible to use a simpler database manager system, but some 

of environment features can still be used. Repositories as 

auxiliary files and embedded database [49] for training database, 

stop words database and synonyms database are also used. 

Besides all the offered techniques organized into modules, 

the environment offers several useful features aimed at the 

infrastructure of the cleaning process such as connecting database 

through the GUI – Graphical User Interface framework, database 

cloning and database backup restore. An application of the GUI 

Software is presented by [50]. 

 
III.2 DATA CLEANING ENVIRONMENT 

ARCHICTETURE 

 
The proposed environment is organized into modules that 

support the processes of analysis and data transformation. Global 

auxiliary modules can be used in each step together with the 

specific modules, supporting both analysis and processing. Its 

architecture, illustrated in Figure 1, provides structured and 

independent modules, allowing the user the possibility to work 
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flexibly and perform tasks ranging from standardization, 

detection and processing data manually using all the features 

offered with the fully automated process. 

 

 
Figure 1: Architecture of developed data cleaning environment. 

Source: Authors, (2020). 

 
To support the analysis process, there are modules that 

include duplicate detection algorithms, statistical reports and 

semi-automated correction of duplicates. For the transformation 

process, specific modules are contemplated: data normalization, 

data manipulation and automation of duplicates correction. 

The proposed architecture also includes several global 

modules that are used in support of both the analysis and 

transformation processes: SQL panel for manual data 

manipulation; DBMS connection settings and support, which 

involves the following sub-modules: Stop words database; 

Training database (divided into duplicate cases and non-duplicate 

cases); Synonyms database; Internet Search Engines; Assurance 

Criteria Rule Settings. 

 
III.3 DATA CLEANING ENVIRONMENT 

ARCHICTETURE: DATA ANALYSIS 

 
There are three modules parts of the data analysis process 

whose goals include providing analysis and detection of 

problems, duplicates and data inconsistencies. 

The first module provides several algorithms for detecting 

duplicate and inconsistent data. In the second module there are 

statistical reports available generated by automated analysis 

performed by the tool, allowing the user to have knowledge of 

how dirty or inconsistent the database is in accordance to defined 

and configured criteria. The third module, named “semi-

automated duplicates correction”, contains techniques and 

algorithms that suggest to the user which of the tuples identified 

as duplicity is correct, based on database historical references 

criteria, featuring the environment as an intelligent and trainable 

tool and thus assisting the user in making the decision to perform 

the correction and data cleaning. 

 

III.4 ALGORITHMS FOR DETECTING DUPLICATE AND 

INCONSISTENT DATA 

 
There are several variations and algorithms to detect 

duplicates in databases, each aiming to attack a specific problem. 

In order to make the developed tool as applicable as possible, 

main algorithms presented in literature that involve techniques of 

similarity of characters, and phonetic tokens similarity were 

implemented. 

The environment also provides the user with the option to 

create new similarity detection algorithms like attributes through 

the system interface, which support JavaScript language, on a 

panel that validates syntax of the language, illustrated in Figure 

2, and allows total flexibility for the user to apply specific 

techniques beyond those already offered, according to user’s 

needs. This is one of the ways that the data cleaning environment 

includes expandability, but it is also possible that other 

algorithms be included in C++ language, as the natives of the 

environment. When the analysis and detection of duplicity and 

inconsistency process is started, one of the algorithms 

implemented in the environment must be chosen. 

 
III.5 SYNONYMS DATABASE 

 
Synonyms functionality was developed in order to cover 

the lack of semantics in the process of detecting inconsistencies 

and duplicate information in the database. With a synonyms 

database configured by the user, a scan is performed for similarity 

detection and it is done not only through the techniques of the 

chosen algorithm, but also includes checks of semantically 

equivalent terms, such as “helper”, “help” and “collaborator”. 

Depending on the context, words can have the same 

meaning, but would not be easily detected unless there was a 

dictionary of equivalent terms. Another example would be a 

database of accidents that diagnoses animal bites. Generally it 

reports that the victim was bitten or stung by a specific animal, 

like a dog, snake, etc., but statistically it is only important to 

obtain accidents that were caused by animals. In this case, a list 

of animals can be included in the synonyms database and when 

any of them is detected, the system automatically converts them 

to “animal”, and the cleaning will be performed in an automated 

process. 

 
III.6 MULTI-LANGUAGE DATABASE 

 
A multi-language database allows the user to load 

translation dictionaries for multiple languages in order to 

transform the environment into a tool that can detect duplicates 

of information regardless of the language in which it is. Once it 

is properly configured, similar data attributes or semantically 

identical attributes will be detected even if they are described in 

different languages. 

For example, a table containing data of animals would be 

detected as tuples with similar attributes, dog, “cachorro”, 

“perro”, “cão”, etc. With this functionality, the language barrier 

between data repositories is broken, making it feasible to prepare 

an integrated base of different languages for knowledge 

extraction, after applying the cleaning process in which all 

information would be cleaned (standarded) to a language key. 
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III.7 MULTI-LANGUAGE PHONETIC DETECTION 

 
For each of the techniques and algorithms contemplated 

by the environment, an option that considers the phonetics of 

words in the data analysis process is also offered. Thus, each 

technique considers the phonetic differences among the 

possibilities of writing the same word to scan each tuple of the 

table in similarity searches and overlaps, caused either by an 

incorrect entry or misspelling which are highly recurrent on 

systems with data entry by users, e.g. “S” instead of “SS”, “CH” 

instead of “X”, etc. The implemented algorithm includes the 

following Portuguese language phonetic conversions, 

represented in Table 2. 

For data cleaning environment scalability, the phonetic 

transcriptions are stored into the embedded database tool and can 

be improved with new rules, allowing phonetic rules insertion of 

any languages besides Portuguese and English. 

 
Table 2: Portuguese language phonetic transcriptions. 

Letter/Syllable Phoneme Condition 

X Z 
If not in the beginning or at the end and is 

surrounded by vowels, have sound Z 

Ç S  

CH X  

CE SE  

CI SI  

CA KA  

CO KO  

CU KU  

GE JE  

GI JI  

PH F  

QU K  

RR R  

SS S  

S Z 
If not in the beginning or at the end and is 

surrounded by vowels, have sound Z 

Z S If is the last position, have sound S 

W V  

Source: Authors, (2020). 

 
III.8 SEMI-AUTOMATED DUPLICATES CORRECTION 

 
One of the biggest difficulties for the user in a data 

cleaning process is to detect two or more similar attributes that 

actually correspond to the same entity. Often, similar words do 

not match semantically and the conversion of one to another may 

generate more database inconsistency. This leads to some 

limiting factors for cleaning process implementation, for 

example, the need for a data specialist to make decisions and great 

efforts in manual searches to check which detected information is 

the correct one and if indeed these are the same entity. It is 

important to emphasize that this situation is constant and many 

data cleanings must be repeatedly performed since the input is 

inconsistent in most cases and impossible to be completely 

avoided. 

With the constant realization of data cleaning processes, 

the cost based on historical cleaning can be minimized. An 

automated analysis was developed based on the quantity of times 

each tuple is referenced by another if two or more tuples are 

detected as similar records according to the chosen similarity 

detection algorithm. The system checks the quantity of times each 

one is referenced by other tables and, therefore, indicates to the 

user the tuple most likely to be correct. It is worth thinking that if 

a tuple is more referenced than another one, the chances of it 

containing the correct information is greater, since after several 

cleanings have been done and where other tuples have also been 

converted to it, their referenced quantity is higher. 

The process called semi-automated duplicates correction 

can be described with the following pseudo-algorithm in Figure 

2. 

 
Figure 2: Semi-automated duplicates correction algorithm. 

Source: Authors, (2020). 

 

This functionality is useful for the manual cleaning 

process, mainly because it assists the user in making decisions 

based on historical cleanings performed previously by the amount 

of tuples and referenced in the current landscape of the database. 

Even in cases where two attributes are substantially similar, the 

user has a tool to aid in deciding whether, for example, a company 

name is written in one way or another, according to the quantity 

in which they are referenced as it is expected that, in a database 

constantly cleaned, the correct name is referenced more than a 

new inconsistent data that has been recently inserted, or a 

duplicity which has been treated and corrected earlier. 

 

IV. DATA CLEANING ENVIRONMENT 

ARCHITECTURE: DATA TRANSFORMATION 

 

The data transformation step basically consists in applying 

the necessary corrections and changes to the database. The data 

cleaning environment provides a set of functionalities that offer 

many possibilities of user interaction to make changes and 

corrections. 

 

IV.1 AUTOMATION OF DUPLICATES CORRECTION 

 

The main objective for developing this work consisted in 

the need of avoiding as much user interaction in the data cleaning 

process as possible, since large relational databases contain 

millions of records organized in tables and columns, and a human 

analysis for duplicity and inconsistency detection is impossible 

without the appropriate computational support. 

Using all the analysis techniques previously described, it 

is possible that some, if not all the database is cleaned and 

handled automatically. To do that, a module called Automation 

of Duplicates Correction was developed that consists of an 

automatic application analysis and database table transformation, 

without the need for user interaction during the data cleaning 

process. 

The user needs only to indicate which table should be 

cleaned, choose the type attribute, the similarity detection 

algorithm that will be used and check the option Automatic 

Cleaning. Once the mechanism is triggered, the environment will 

do the work of scanning, analyzing and correcting duplicate and 

inconsistent data. 
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In order to avoid the automated correction processes 

converting tuples that are not actually duplicates, despite the high 

physical similarity or semantic, a set of rules and conditions that 

guarantee a right automatic correction was developed, called 

Assurance Criteria. Their terms and conditions are described by 

pseudo-following algorithm in Figure 3. 

 

 
Figure 3: Assurance criteria algorithm for automated duplicates 

correction. 

Source: Authors, (2020). 

 

The conditions contemplated by Assurance Criteria 

contribute towards corrections not performing automatic errors. 

Obviously, the process is highly dependent upon the chosen 

algorithm and that settings for the tuple identified as potential 

duplicates are indeed equivalent. The environment also provides 

an additional check before all the fixes are actually performed. 

 

IV.2 DATA CLEANING ENVIRONMENT TRAINING 

 

In every completed data cleaning process, be it manual, 

semi-automated or automated, the data cleaning environment 

takes care of storing cases in a training database where clean-ups 

were done. In the manual and semi-automated options, all 

converted tuples are stored as historical and a positive-case, even 

when the event is recurring, the system will automatically suggest 

the correct tuple. For the automatic cleaning option, all tuples will 

be automatically converted in accordance with the historical 

database. 

Likewise, the training is performed for negative cases that 

are stored in the negative historical database in which the 

algorithm, according to the criteria and parameters set by the user, 

indicates possible replication but which, although similar, do not 

represent duplicates. In these cases, it is possible to indicate that 

this is a false-positive and, once appointed, the recurrent cases are 

automatically ignored by the tool. 

In the case of false-positives, interaction is required from 

the user to train the tool, indicating which cases should be treated 

as non-duplicates. With the support of automated clean-up, this 

analysis can be quick, since the environment generates a report of 

all possible cases found so that the user can mark them as false-

positives. In all labeled cases, history will be recorded and in 

future clean-up recurrences will be automatically discarded by the 

environment. 

The data cleaning environment training process of false-

positives is illustrated in Figure 4. The selected lamp icon 

indicates that the event identified by the tool is correct, i.e. it is a 

duplicate. In cases of non-duplicates, the user must click on the 

lamp, which will be unmarked, and the case will be automatically 

stored in the database history as a non-duplicate. As the tool gets 

trained, the cleaning of a specific database becomes increasingly 

reliable and rapid, besides making the automated process very 

convenient because the cases are handled automatically to be 

more reliable. 

 

 
Figure 4: Training for cases of false-positive. 

Source: Authors, (2020). 

 

V. EXPERIMENTS AND RESULTS 

 

The SIVAT – Sistema de Informação e Vigilância de 

Acidentes de Trabalho (Labour Accidents Vigilance System) 

system database to manage information about labour accidents in 

São José do Rio Preto city, state of Sao Paulo, Brazil and the 

region, totaling more than one hundred cities was used in all 

performed experiments in this work. It currently has about 90 

thousand registered notifications of labour accidents collected by 

CEREST – Centro de Referência em Saúde do Trabalhador 

(Labourer Health Reference Centre), responsible for managing 

and apply actions involving the prevention and investigation of 

labour accidents. 

 

V.1 COMPARATIVE EXPERIMENTS 

 

This section presents and discusses the results obtained 

from experiments conducted in the data cleaning process, in order 

to prove the efficacy of cleaning using the data cleaning 

environment developed in this work. The table that was used was 

the “Machine Involved in the Labour Accident” which had a total 

of 639 records. A manual analysis was performed on all table data 

and it was found that there were 473 non-duplicate records, or 

approximately 27% of the table showed inconsistencies or 

duplicate data. 

It is important to highlight that, unlike the results reported 

by most studies in literature, whose main purpose is to highlight 

the effectiveness of techniques to detect duplicates of valid cases, 

this work also presented the percentage of false-positives, i.e., the 

rate of incorrect duplicates that were detected. Data cleaning 

process is costly and if the amount of false-positives is high, the 

difficulty for the user to analyze and make the necessary 

corrections increases significantly.  

It is also noteworthy that the proposal to automate the 

cleaning process must provide for the treatment of false-positives, 
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since incorrect changes could generate more inconsistencies in 

the database instead of providing an adequate treatment of 

corrections and cleaning. 

Experiments were carried out by applying manual / semi-

automated and automated data cleaning, using the duplicate 

detection algorithm Q-Gram, with parameter q=3, with the 

percentages of similarity 90%, 80%, 75%, 70% and 65%. From 

some preliminary tests it was observed that above 90% similarity, 

false-positives are not detected and, below 65%, the results 

presented by the environment are not very relevant. 

The application process for cleaning experiments was 

organized into 6 stages. Functionality or technique to verify the 

improvement of inconsistencies detection in the database was 

added at each step. 

In the first step, only duplicate detection Q-Gram was 

applied to the algorithm to verify the percentage of detections that 

were obtained. Additions to the subsequent steps were: (2) 

treatment of special characters, normalization and stemming, (3) 

treatment of word phonetics, (4) stop words treatment and 

removal, (5) synonyms and multi-languages databases and to the 

last step (6) the cleaning was done with the previously trained 

environment. In each step, the percentage of detected false-

positives was also measured. 

 

V.2 MANUAL AND SEMI-AUTOMATED DATA 

CLEANING APPLICATION 

 

As it can be seen from the results shown in Table 3, with 

a rate of similarity of 90%, 37 inconsistencies were detected with 

the application of the Q-gram algorithm, corresponding to 22% 

of all inconsistencies and duplicates present in the database. As 

refinement techniques are added, the number of presented 

inconsistencies significantly increases. Interestingly, with the use 

of synonyms in the cleaning process, the efficiency increased 

71% and 75% of these inconsistencies were detected. With the 

trained environment, the percentages rose to 72% and 78%. 

 

Table 3: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 90% similarity. 
Q-Gram, 

q=3, 90% 
Inconsistencies 

False 

Positive 

+Effectivene

ss 
Effectiveness 

Ad-hoc 

Algorithm 
37 0 0% 22% 

Special 

Characters 
37 0 0% 22% 

Phonetic 42 0 12% 25% 

Stop words 58 0 36% 35% 

Synonymous 127 2 71% 75% 

Training 130 0 72% 78% 

Source: Authors, (2020). 

 

With a similarity factor of 80%, as shown in Table 4, 53 

inconsistencies were detected with the application of Q-gram 

algorithm, but 6 of these were false-positives. The difference, 

namely 47 cases corresponded to 28% of all inconsistencies and 

duplicates present in the database. On adding refinement 

techniques, the number of displayed inconsistencies significantly 

increased, representing a total of 139 cases detected and the 

number of false-positives decreased. With the use of synonyms 

in the cleaning process, the efficiency increased by 62%, and 80% 

of all the inconsistencies were detected. With the trained 

environment, the efficiency reached 83%. It is emphasized that, 

with the trained tool, no false-positives were presented. 

 

Table 4: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 80% similarity. 
Q-Gram, q=3, 

80% 

Inconsiste

ncies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc Algorithm 53 6 0% 28% 

Special Characters 54 5 2% 29% 

Phonetic 58 4 9% 32% 

Stop words 73 3 27% 42% 

Synonymous 139 5 62% 80% 

Training 139 0 62% 83% 

Source: Authors, (2020). 

 

With similarity factor of 75%, as shown in Table 5, 65 

inconsistencies were detected with the application of the 

algorithm Q-Gram, but 8 of them were false-positives. The 

difference, namely 57 cases correspond to 34% of all 

inconsistencies and duplicates present in the database. On adding 

refinement techniques, the number of presented inconsistencies 

further increased, for a total of 143 cases detected and the number 

of false-positives decreased. With the use of synonyms in the 

cleaning process, the efficiency increases by 56%, and 83% of 

these inconsistencies were detected. With the trained 

environment, the efficiency reached 86%. Same as with the 

experiment with similarity factor 80% with the trained tool, no 

false-positives were presented. 

 

Table 5: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 75% similarity. 
Q-Gram, 

q=3, 75% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 

Algorithm 
65 8 0% 34% 

Special 

Characters 
67 9 0% 35% 

Phonetic 70 9 4% 37% 

Stop words 83 8 19% 45% 

Synonymous 147 9 54% 83% 

Training 143 0 53% 86% 

Source: Authors, (2020). 

 

With a percentage similarity of 70% as shown in Table 6, 

74 inconsistencies were detected with the application of Q-gram 

algorithm, but 11 of them were false-positives. The difference, 

namely 63 cases corresponded to 38% of all inconsistencies and 

duplicates present in the database. On adding refinement 

techniques, the number of presented inconsistencies rose, 

representing a total of 143 cases detected and the number of false-

positives also decreased. With the use of synonyms in the 

cleaning process, the efficiency increased by 50% and 83% of all 

the inconsistencies was detected. With the trained environment, 

the efficiency reached 86%. Same as with the experiments with 

similarity factor 90%, 80% and 75%, with the trained tool, no 

false-positives were presented. 

 

Table 6: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 70% similarity. 
Q-Gram, q=3, 

70% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 

Algorithm 
74 11 0% 38% 

Special 

Characters 
75 11 0% 38% 

Phonetic 78 10 4% 41% 

Stop words 85 11 12% 44% 

Synonymous 148 10 49% 83% 

Training 143 0 48% 86% 

Source: Authors, (2020). 
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Finally, with a percentage similarity of 65% as seen in 

Table 7, 94 inconsistencies were detected in the application of the 

algorithm Q-Gram, but 14 of them were false-positives. The 

difference, namely 80 cases corresponded to 48% of all 

inconsistencies and duplicates present in the database. On adding 

refinement techniques, the number of presented inconsistencies 

rose, representing a total of 153 cases detected, but the amount of 

false-positives nevertheless increased until the environment was 

trained. With the use of synonyms in the cleaning process, the 

efficiency increased by 42%, and 84% of these inconsistencies 

were detected. With the trained environment, the efficiency 

reached 92%. 

 

Table 7: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 65% similarity. 
Q-Gram, q=3, 

65% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 

Algorithm 
94 14 0% 48% 

Special 

Characters 
97 21 0% 46% 

Phonetic 96 17 -1% 47% 

Stop words 103 19 6% 50% 

Synonymous 161 20 40% 84% 

Training 153 0 37% 92% 

Source: Authors, (2020). 

 

What stands out in these first experiments is the high 

degree of effectiveness that developed environment presented in 

the manual/semi-automated cleaning process and the treatment of 

false-positives that are not presented to the user for analysis. 

 

V.3 AUTOMATED DATA CLEANING APPLICATION 

 

The next set of experiments approach the automated data 

cleaning process, that is, where was no user interaction in both 

the data analysis and processing stages. 

As it can be seen from the results shown in Table 8, 

similarly rate at 90%, 34 inconsistencies were detected with the 

application of the algorithm Q-gram, corresponding to 20% of all 

inconsistencies and duplicates present in the database. On adding 

refinement techniques, the number of presented inconsistencies 

significantly increased. It is interesting to note that, same as with 

the manual process with the use of synonyms in the automated 

cleaning process, efficiency increased 58% and 54% of these 

inconsistencies were detected. With the trained environment, the 

percentages rose to 69% and 74%. With a similarity of 90%, 

false-positives are virtually undetected, but not all inconsistencies 

present in the database are found by data cleaning environment. 

 

Table 8: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 90% similarity. 
Q-Gram, q=3, 

90% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 
Algorithm 

34 0 0% 20% 

Special 

Characters 
39 0 13% 23% 

Phonetic 39 0 13% 23% 

Stop words 55 0 38% 33% 

Synonymous 92 1 58% 54% 

Training 124 0 69% 74% 

Source: Authors, (2020). 

 

With similarity factor of 80%, as shown in Table 9 were 

detected 51 inconsistencies with the application of the algorithm 

Q-Gram, but 5 of them were false-positives. The difference, 

namely 46 cases corresponded to 28% of all inconsistencies and 

duplicates present in the database. On adding refinement 

techniques, the number of displayed inconsistencies significantly 

increased, representing a total of 133 cases detected and the 

number of false-positives decreased. With the use of synonyms 

in the cleaning process, the efficiency increased 47% and 60% of 

these inconsistencies were detected. With the trained 

environment, efficiency reached 80%. It is emphasized that, with 

the trained tool, no false-positives were presented. 

 

Table 9: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 80% similarity. 
Q-Gram, q=3, 

80% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 
Algorithm 

51 5 0% 28% 

Special 

Characters 
55 4 7% 31% 

Phonetic 55 4 7% 31% 

Stop words 70 3 27% 40% 

Synonymous 104 3 47% 60% 

Training 133 0 59% 80% 

Source: Authors, (2020). 

 

With a similarity factor of 75%, as shown in Table 10, 61 

inconsistencies were detected with the application of the 

algorithm Q-Gram, but 9 of them were false-positives. The 

difference, namely 52 cases corresponds to 31% of all 

inconsistencies and duplicates present in the database. On adding 

refinement techniques, the number of inconsistencies presented 

further increases, for a total of 136 cases detected and the number 

of false-positives decreased. With the use of synonyms in the 

cleaning process, the efficiency increased by 42%, and 62% of 

these inconsistencies were detected. With the trained 

environment, the efficiency reached 81%. Same as the 

experiment with similarity factor 80% with the trained tool, no 

false-positives were presented. 

Table 10: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 75% similarity. 
Q-Gram, q=3, 

75% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 
Algorithm 

61 9 0% 31% 

Special 

Characters 
64 9 5% 33% 

Phonetic 64 9 5% 33% 

Stop words 77 8 21% 41% 

Synonymous 111 7 42% 62% 

Training 136 0 53% 81% 

Source: Authors, (2020). 

 

With a percentage similarity of 70%, as shown in Table 

11, 66 inconsistencies were detected with the application of Q-

gram algorithm, but these 9 false-positives. The difference, 

namely 57 cases correspond to 34% of all inconsistencies and 

duplicates present in the database. On adding refinement 

techniques, the amount of inconsistencies presented rose, 

representing a total of 136 detected cases and the number of false-

positives also decreased. With the use of synonyms in the 

cleaning process, the efficiency increased by 39%, and 60% of 

these inconsistencies were detected. With the trained 

environment, the efficiency reached 81%. Same as the 

experiments with similarity factor 90%, 80% and 75% with the 

trained tool, no false-positives were presented. 
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Table 11: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 70% similarity. 
Q-Gram, q=3, 

70% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 
Algorithm 

66 9 0% 34% 

Special 

Characters 
68 10 3% 35% 

Phonetic 68 10 3% 35% 

Stop words 77 9 14% 41% 

Synonymous 111 10 39% 60% 

Training 136 0 50% 81% 

Source: Authors, (2020). 

 

Finally, with percentage of similarity of 65% seen in Table 

12, 79 inconsistencies were detected in the application of the 

algorithm Q-Gram, but 16 of them were false-positives. The 

difference, namely 63 cases correspond to 38% of all 

inconsistencies and duplicates present in the database. On adding 

refinement techniques, the number of inconsistencies presented 

rose, representing a total of 147 detected cases, but the amount of 

false-positives nevertheless increased until the tool was trained. 

With the use of synonyms in the cleaning process, the efficiency 

increased 33% and 62% of these inconsistencies were detected. 

With the trained environment, the efficiency reached 88%. 

 

Table 12: Results obtained with data cleaning process using the 

algorithm Q-Grams, with q=3 and 65% similarity. 
Q-Gram, q=3, 

65% 
Inconsistencies 

False 

Positive 
+Effectiveness Effectiveness 

Ad-hoc 

Algorithm 
79 16 0% 38% 

Special 

Characters 
80 14 1% 40% 

Phonetic 80 14 1% 40% 

Stop words 87 14 9% 44% 

Synonymous 119 15 33% 62% 

Training 147 0 46% 88% 

Source: Authors, (2020). 

 

Even with the cleaning process running automatically 

without user interaction in the data analysis, we highlight the high 

degree of effectiveness that the environment has developed, 

covering approximately 90% of total inconsistencies in the 

database, and an appropriate treatment of false-positives, as no 

cleaning was done incorrectly when using the trained 

environment. 

 

V.4 ANALYSIS AND COMPARISON OF OBTAINED 

RESULTS 

 

The results obtained by applying data cleaning process 

using manual and automated approaches are displayed in the next 

comparative graphs. Due to the rules established by Assurance 

Criteria used in automated approaches, some cases were not 

cleaned automatically, and therefore the efficiency of coverage of 

treated inconsistent cases is somewhat lower. 

In Figure 5 is shown the percentage of effectiveness since 

the application of the algorithm, on the left, until the process with 

all available resources was executed, such as processing of 

special characters, phonetics, stop words, multi-language 

synonyms and training. The automated cleaning efficiency was 

only 5% lower than the automated when the applied algorithm 

similarity was 90%. 

 

 
Figure 5: Manual and automated data cleaning environment 

effectiveness with 90% similarity. 

Source: Authors, (2020). 

 

As illustrated in Figure 6, with an 80% similarity 

algorithm, the automated cleaning with the trained environment 

had an efficacy of only 3.5% lower than manual. 

As can be observed in Figures 7 and 8, with 70% and 65% 

similarity algorithms, the cleaning automated with the trained 

environment had an efficiency of approximately 6% less than 

manual. 

 

 
Figure 6: Manual and automated data cleaning environment 

effectiveness with 80% similarity. 

Source: Authors, (2020). 

 

 
Figure 7: Manual and automated data cleaning environment 

effectiveness with 70% similarity. 

Source: Authors, (2020). 
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Figure 8: Manual and automated data cleaning environment 

effectiveness with 65% similarity. 

Source: Authors, (2020). 

 
The automated cleaning process appeared to be more 

efficient when compared to the manual process in analysis, 

detection and treatment of inconsistency and duplicate problems 

in databases, but it is important to note that the process can only 

be automated when there is an environment that supports the 

treatment of false-positive cases. The percentages of false-

positive results shown in Figures 9 and 10. The charts show that 

only with an intelligent approach is it possible to treat such cases 

and thus avoid inconsistencies that are presented to the user in 

case of a manual approach or improperly transformed in the case 

of automated approach. 

 

 
Figure 9: Percentage of false-positives detected in manual data 

cleaning process. 

Source: Authors, (2020). 

 

 
Figure 10: Percentage of false-positives detected in automated 

data cleaning process. 

Source: Authors, (2020). 

Depending on the similarity factor used in the application 

of the algorithms to detect duplicates, the percentage of false-

positives can exceed 20%. However, in all experiments in which 

all these techniques in the developed environment modules were 

applied simultaneously, including the intelligent approach in 

which the tool was trained, a false-positive rate of 0% was 

delivered, ensuring user safety for transformations of inaccurate 

information present in databases where the environment was 

applied. 

With a proper adequacy, with the proposed algorithm and 

developed modules being used together, the efficiency of the tool 

was significant and covered approximately 90% of all 

inconsistencies in the database, with a 0% percentage of false-

positive cases. A survey of the works in literature shows that they 

only have a 50% efficiency and only part of the functionality and 

treatments of the developed environment. 

Also noteworthy is that the objective of the experiments 

was to demonstrate technologies and approaches not only to 

detect and treat positive cases of information inconsistencies and 

duplication, but also address cases of false-positives detection 

and analyses the negative impacts that they represent to the data 

cleaning process, whether manual or automated. It is important to 

emphasize that this analysis perspective is still largely discussed 

in literature and can be regarded as being essential in order to 

obtain increasingly effective results. 
 

VI. CONCLUSIONS 
 

Data cleaning process is shown as an essential and most 

important step to obtain knowledge. There are few studies that 

compare the effectiveness of different techniques of data cleaning 

and the few studies that focus on these analyses are insufficient, 

since most of the techniques and solutions proposed so far require 

a great interaction with the user to analyse and decide detections 

made and, with regard to large databases, it is humanly 

impossible to direct interaction in the process of cleaning that 

easily contains millions of records. This interaction is mainly due 

to the power of semantic decision, because the techniques and 

work done so far focused specifically on detection of physical 

similarity between texts and bodies. 

This work has, among its objectives, to reduce user 

interaction in the process of analyzing and correcting 

inconsistencies and duplications. A data cleaning environment 

was built for configurable automatic data cleaning based on 

training and physical-semantic data similarity that provides a 

more effective and extensible solution, addressing little or 

unexplored gaps in literature such as training, semantic support, 

multi-language support and partial or total automation of the 

cleaning process. 

The results of the tests proved the effectiveness of all the 

developed features, relevant to each module of the proposed 

architecture. In several scenarios the experiments demonstrated 

the effectiveness of the tool. With a proper configuration, and 

with the proposed algorithm and developed modules used 

together, the efficiency is significant and covers approximately 

90% of database inconsistencies, with a 0% percentage of false-

positive cases. The work area in literature has presented only part 

of the functionality and treatments when compared to the 

developed environment, and their effectiveness does not exceed 

50%. 

Approaches have also demonstrated that in addition to 

detecting and treating positive cases of information 

inconsistencies and duplication, they address cases of detected 

false-positives and consider the negative impacts that they 
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represent to the data cleaning process, whether manual or 

automated, not yet discussed in literature. 
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