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Assistive technologies can improve quality of life of people with special needs, providing 

autonomy in their daily activities. An opportunity for improvement appears in the athletics 

race on the track for the visually impaired, where currently the disabled athlete does not 

have autonomy and runs tied by rope to a guide and may have several problems of 

disqualification and reduced performance due to the necessary synchronization between 

athlete and guide. In this context, in this article we developed a hardware and software 

prototype equipped with wireless communication and a language code that uses vibrating 

stimuli to generate commands that guide the visually impaired athlete in the Olympic track 

race. The prototype was tested in simulated athletic races, showing good results, with 

commands and stimuli being well understood and interpreted by visually impaired athletes. 
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I. INTRODUCTION 

Sports are an important part of human expression and 

culture. Through sports, athletes can achieve the best performance 

of body, breaking records of speed, endurance, distance, and 

precision. It is noticed that human ingenuity has its principle in the 

use of techniques that are becoming more sophisticated for the 

well-being of human being [1-3]. In this sense, we reflect how 

important technologies are in our activities, including sports. 

Currently there is a range of technological devices to guide 

the athlete to his best performance: be it in training, through a 

balanced diet with supplements, in clothes with fabrics suitable for 

each type of sport, in the use of technological shoes, various 

accessories, among others. In para-athletics practiced by people 

with visual needs, there is a need to overcome some limitations 

during the para-athletic race accompanied by guides. In this sport, 

failures happen, the most common being caused by inefficient 

communication and the need for synchronization between the 

athlete and the guide. The so-called “assistive technologies” aim to 

generate better quality of life and well-being for people with 

disabilities, in this case, visual impairments. In this context, 

wireless communication technologies, computing and hardware 

that generate vibration commands can be used to guide the visually 

impaired in an Olympic track race. Most of the existing research 

uses assistive technologies such as, for example, the electronic cane 

to guide the visually impaired people on the move in everyday life 

(e.g., streets, schools, closed environments). There are few works 

that apply assistive technologies in the scenario of visually 

impaired athletes. Among these works, some need complex 

infrastructure installations on the track [4]. Others use voice 

commands transmitted by radio, which ends up creating an 

extensive linguistic vocabulary, not guaranteeing the correct 

understanding of commands by the athlete [5]. There are also 

works that use discrete vocabulary, (ex: left and right command), 

[6], however limited. This article works in athletics running track 

scenarios, where each runner carries a hardware and software 

prototype composed of three wearable devices (02 bracelets and 01 

belt) that guide the runner during an Olympic trace race through 

vibration. Unlike the works found in the literature, the prototype of 

this article does not use hardware technologies with prior 

installation on the track.  In addition, this work proposes a 

vocabulary of linguistic codes implemented through vibrating 

stimuli that guarantee greater autonomy to the athlete. (ex: 

command informing that competing athletes are in proximity). he 

general objective of this article is to conceive, implement and 

validate a software and hardware system that implements a 

language code applicable to vibrating devices to guide visually 
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impaired athletes in Olympic track races. To present these subjects, 

this article is divided into the following subsections. Section II of 

Theoretical background presents basic theories for understanding 

the subject of the article; Section III of related works presents 

recent research on the researched subject; Section IV of the 

proposed solution presents the architecture and system developed; 

Section V presents results and performance assessment; and 

Section VI presents conclusion and future works. 

 

II. THEORETICAL BACKGROUND 

Sensory deficiency is the failure to recognize information 

by recipients of a specific sensory channel, for example, vision [7]. 

When there is a deprivation of some sensory modality, the person 

can use methods to provide sensory replacement [8]. Sensory 

substitution refers to the ability of the human mind to adapt the 

functionalities of another sensory modality [7]. Visual impairment 

directly influences communication [9], but there are methods, such 

as Braille used for sensory replacement to help in the reading 

process [10]. In the Braille example, touch is stimulated to transmit 

information. However, stimulation can be through repetitive 

mechanical stimulation mechanisms, for example vibrating [11]. In 

particular, the analysis of the vibrating or tactile sensitivity can be 

performed based on the skin's discriminative response, in which a 

user can distinguish one stimulus from others, depending on the 

characteristics of the stimulus (e.g., vibration frequency).  

The most used sense as a sensorial substitute to provide 

visual feedback is touch, even if it presents perceptual limits when 

compared to the visual modality, since the tactile resolution is three 

times lower than the visual one [12]. Even so, it is possible through 

touch to meet the needs of proprioception, defined as the 

identification of objects and communication [13]. For a user to 

understand vibrating commands it is necessary to have a language 

(e.g., Portuguese language) and a code (e.g., Morse code). In this 

article, we created a language code for communication between 

vibrating devices and a visually impaired athlete, aiming to guide 

the athlete in training and running events on the track. In order to 

create a code, it was necessary to perform tests to measure the 

amount of energy perceived from the user's sensory system and, 

among these methods, the following stand out [14]: i) differential 

threshold method, in which a standard stimulus is used and, in then, 

the intensity of this stimulus is increased or decreased, in order to 

identify the intensity, in which there is minimal distinction between 

one stimulus and another; ii) method of constant stimuli in which 

two or more stimuli are compared using a standard stimulus and 

comparison stimuli, based on discrete and successive variations; 

Both methods were used to generate stimuli and pass information 

during the race to the athlete, as well as to validate the locations of 

the body and the perception of different stimuli, defining the 

positioning, in the user, of the devices for sending the linguistic 

code to the athlete. 

 

III. RELATED WORKS 

The work [6], one of the closest to our, consists of a device 

to guide blindfolded people, or visually impaired people to leave a 

maze by means of a remote control and using vibrating stimuli to 

inform the direction to be taken. The device was tested on 16 

people, with commands given by an operator, who observes the 

path inside the labyrinth. 

The work of [15] presents a system developed to assist the 

visually impaired in closed environments with objects making it 

difficult to pass. It also uses vibrating stimuli to communicate with 

the user, but it is only used in an environment previously processed 

by the image recognition system, serving only to inform obstacles 

ahead. 

The work of [16] developed a system to guide visually 

impaired athletes on an athletics track, through the sound of the 

rotors of a drone that is guided by an operator. A deficiency of this 

system is that, regardless of the number of available drones, the 

system could only guide a single athlete once the sound stimuli 

given to an athlete influence the other athletes around him. 

The work of [17] developed a system to guide visually 

impaired athletes in marathons through equipment that creates 

electromagnetic waves coupled to a car that moves in front of the 

athlete, guiding him. However, this is a system that would only be 

used for the marathon modality and even so it has limitations due 

to the congestion that could be caused if each athlete used a guide 

vehicle. 

This article aims to present a system capable to guide up to 

4 visually impaired athletes in track racing, (one in every 2 tracks.). 

What can be seen in the related works is that they have developed 

solutions capable of guiding blindfolded people in environments 

other than Olympic track racing [4][6][15][16]. Another difference 

is that the related works evaluated their proposals using blindfolds 

[6][15] or blind people not Olympic Athlete [4][16]. Our proposal 

was evaluated using 5 track and field athletes. Other differences 

between the present proposal and those of the highlighted works 

are shown in Table 1. 

 

Table 1: Related works. 

Title Environment Stimulus/ actuator Localization 
# People 

Tested 

[4] Street race Vibration/engine Electromagnetic 
1 blind people not 

Olympic athlete 

[6] 

Indoor 

(Room with 

obstacles) 

Vibration/ engine Remote commands 16 (Blindfolded people) 

[15] 

Indoor 

(Room with 

obstacles) 

Vibration/ engine 
Bluetooth e 

Kinect 
5 (Blindfolded people) 

[16] 
Street race 

(Marathon) 
Rotor sound/sound There is not 

2 blind people not 

Olympic athletes 

This work Athletics track Vibration/ engine 

GPS (proposed only in architecture 

and to be implemented in future work) 

Remote commands (implemented) 

5 blind athletes 

Source: Authors, (2021). 
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IV. PROPOSED SOLUTIONS 

The general architecture of the guide system for Olympic 

races in shown in Figure 1. The system works with a guide of an 

athlete with visual impairment, operating a smartphone to remotely 

pass commands to the athlete to guide him during an Olympic 

racetrack. The commands given by the guide reach the athlete in 

the form of vibrating stimuli, passed on to the athlete through a 

vibrating device, that form a set of commands or language code.  

 

 
Figure 1: General architecture of the language code system 

Source: Authors, (2021). 

 

The development of the prototype followed the procedure 

specified in Figure 2. In Figure 2, block 1 the prototype started with 

the development a questionnaire to identify the main commands 

given by the guides who accompany visually impaired athletes in 

the Olympic races. The activities started with interviews carried out 

to identify the needs of the visually impaired athlete and finished 

with validation of the developed prototype, through tests with 

athletes. We initially collected information to create the linguistic 

code. For this, we researched the reality of the visually impaired 

athletes and professionals trained in physical education (PE) 

knowledge area through a questionnaire, which we call “Semi-

structured questionnaire for guides and athletes”. When using this 

type of tool, there are no precise rules or strict methods to be 

followed, depending more on the researcher's intuition and 

experience. According to [5], the questionnaire may have equal 

questions and in the same order for all people surveyed and the 

answers can be open, that is, without alternatives or closed, with 

fixed alternatives.  

The interviews can be unsystematic, with spontaneous 

questions and answers. Attention is drawn to the fact that 

interviews and questionnaires are helpful and should only be used 

when the researcher does not obtain answers from other sources, as 

was the case with this research. It was from this understanding that 

a semi-structured questionnaire was produced in the research of 

this article, with closed and open questions and aimed at guides and 

visually impaired athletes. The questionnaire contained 14 

questions as shown in Table 2. 

 

Table 2: Interview questions to athletes. 

a) At what point of the race does the guide transmit 

the main information to the athlete? 

before during after 

First, how is the following information passed on to the 

athlete? Then assign a grade (1-worst to 5-best) regarding the 

way the command is passed to the athlete 

b) Positioning on the track start block 

Voice Cord 

1 2 3 4 5 

c) Incentive during the race 

Voice Cord 

1 2 3 4 5 

d) Race position 

Voice Cord 

1 2 3 4 5 

e) Guidance to accelerate 

Voice Cord 

1 2 3 4 5 

f) Guidance to keep pace 

Voice Cord 

1 2 3 4 5 

g) Identification of athletes in front and behind 

Voice Cord 

1 2 3 4 5 

h) Distance to arrival 

Voice Cord 

1 2 3 4 5 

i) Others? Which and how? 

 

j) Of the commands listed, which 3 are considered 

most important to guarantee the result of the race? 

 

k) What factors usually hinder guide-athlete 

communication? 

 

l) What do you think could be done to improve? 

 

m) Do you think a guidance device could improve 

athletes' performance during the race? 

yes no I do not know 

n) What kind of information or command would 

grow to the device and which today is not informed by the 

guide? 

Source: Authors, (2021). 

 

The first questions were used to understand what kind of 

commands the guides transmitted to athletes before, during and 

after the race. From these initial questions, it was defined that the 

linguistic code would only deal with commands transmitted during 

the race, the main ones identified by the 27 interviewees were: i) 

Position of the athlete in the race; ii) distance to arrival; iii) 

command accelerate and danger. Then, the questions were used to 

understand how the information was passed from the guide to the 

athlete, via a cord tied to the two or via voice command, and to 

assess the quality of the information passed by each of the 

commands. With the answers, it was found that the voice 

commands passed by the guides and respective quality scores of 

the information passed on, from 1 to 5, with 5 being the best score, 

were scored by the athletes as follows: i) orientation to accelerate 

(5); ii) current position (5); iii) guidance to keep pace (5); iv) 

approaching opponents (3); v) distance to complete the race (3). 

The only command transmitted by the cord and its respective note 

was the positioning of the athlete on the track with a score of (5). 

The interviewees were also asked if there was any factor that would 

impair voice communication. In response, 24 of the 27 participants 

said yes, and the three most answered reasons were: crowd noise, 

traffic noise and voice commands from other guides to their 

athletes. 
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Figure 2: Prototype development procedure. 

Source: Authors, (2021). 

 

As shown in Figure 2 block 2, a prototype for 

psychophysical tests was built, whose function was to identify the 

form and intensity of vibrating stimuli application so that it was 

possible to pass commands to athletes during the race. The 

prototype uses an ESP-32 module [18] to which, using its GPIO 

(General Purpose Input Output Interface) interfaces, were wired 

connected to 02 bracelets, with 01 vibrating motor in each, 

positioned on the athletes' wrists and an elastic strap, positioned at 

athlete's chest, and containing vibrating motors on the athlete's 

chest and back. More details about the bracelet and elastic strap 

will be presented in the next section. In the ESP-32 module, a 

program was developed to control the vibration intensity of the 02 

vibrating bracelets and 02 vibrating motors positioned on athlete's 

chest and back.   

Then, Figure 2 block 3, psychophysical tests were carried 

out using the vibrating prototype of block 2. The constant stimulus 

method was applied to verify from which vibration power value it 

was possible to notice the difference in vibration intensity between 

the bracelets 1 and 2, with a constant vibration stimulus being 

applied to bracelet 1 and, a variable vibration being applied to 

bracelet 2 at the same time. The results of the constant stimulus 

method evaluation are shown in Table 3 where we can see in the 

last line that from a vibration frequency difference of 10 Hz, it was 

possible to perceive the difference in vibration between bracelets 1 

and 2. 

Then, the differential threshold method was used to identify 

combinations of vibration frequencies, with differences of 10 Hz, 

which could be perceived by users. The results of this test are 

presented in Table 4 where we noticed that the users of the system 

were able to perceive reduction, increase or if there was no 

difference between the vibration stimuli of bracelets 1 and 2, with 

the stimuli having a difference of at least 10 Hz. 

 

Table III. Constant stimulus method. 
Vibrating frequency of 

bracelet 1 (Hz) 

Vibrating frequency of 

bracelet 2 (Hz) 

Users' perception of 

vibration frequencies 

135 136 no difference 

135 137 no difference 

135 138 no difference 

135 139 no difference 

135 140 no difference 

135 141 no difference 

135 142 no difference 

135 143 no difference 

135 144 no difference 

135 145 perceived difference 

Source: Authors, (2021). 

Table IV. Differential threshold method. 
Vibrating frequency 

of bracelet 1 (Hz) 

Vibrating frequency 

of bracelet 2 (Hz) 

Users' perception of vibration 

frequencies 

135 140 Higher vibrating power 

150 140 Lower vibrating power 

135 135 Equal vibrating power 

135 160 Higher vibrating power 

Source: Authors, (2021). 

 

Based on the analysis of the developed questionnaire 

(Figure 1, block 1) and the results of psychophysical tests (Figure 

1, block 3), we created the language code of Table V (Figure 2, 

block 4), which was evaluated by performing tests by using the   

language code prototype (Figure 2, block 5) on each individual 

athlete and, subsequently, validated in a test environment by 

accomplishing the language code prototype tests of Figure 2, block 

6. 

 

Table V. Language code. 
Command Meaning 

(1) Vibrate left bracelet  Smoothly turn left 

(2) Vibrate right bracelet  Smoothly turn right 

(3) Do not vibrate  Move forward 

(4) Vibrate in the front with increasing power  
Approaching the athlete 

ahead 

(5) Vibrate in the back with increasing power  
Athlete from behind 

approaching 

(6) Vibrate in the front with decreasing power  
Front athlete moving 

away 

(7) Vibrate in the back with decreasing power 
Distancing from the back 

athlete 

(8) Vibrate the 4 engines simultaneously (01 

engine of each bracelet and 02 engines, 01 in 

front and one at the back of the belt) 

Athlete advanced another 

100 meters 

Source: Authors, (2021). 

 

 
Figure 3: Language code prototype. 

Source: Authors, (2021). 
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After the development of the linguistic code system, tests 

were applied in a testing environment. In the tests, we evaluated 

the language code and the developed language code prototype 

(Figure 3) through commands sent by a smartphone, checking if 

the athlete's response was consistent with the command. In the 

testing environment, a visually impaired athlete moved from the 

start point to the end point of the 400 m racetrack, performing one 

complete lap on an athletics track. 

 

IV.1 LANGUAGE CODE PROTOTYPE 

The developed language code prototype (Figure 3) is 

composed of: (a) smartphone responsible for sending vibration 

commands to a set of 4 vibracall motors; (b) an ESP32 

microcontroller equipped with Wi-Fi communication, responsible 

for receiving commands from the smartphone and, forwarding the 

commands, via wired communication, to the motors located on the 

front and rear of an elastic strap positioned around the athletes’ 

chest, as well as send, via Wi-Fi communication, commands for the 

motors of each bracelet, left and right, (c) two ESP01 

microcontrollers equipped with Wi-Fi communication, connected 

each ESP01 to a vibracall engine, which vibrate when receiving 

commands (ex: turn left or right). The ESP01 microcontroller was 

chosen because it had the necessary dimension to be placed inside 

a specially developed bracelet; (d) 4 vibracall type motors. 

The vibrating bracelets, Figure 4, positioned one on each 

athlete's wrist, are composed of an ESP01 microcontroller and a 

circuit board developed to couple a battery to the vibrating motor, 

as shown in Figure 5. They also have an enclosure built in a 3D 

printer to protect each one of circuits / devices. The design of the 

enclosure was designed to allow it to fit on a watch strap and still 

fit inside the enclosure an ESP01 microcontroller, a developed 

circuit board, a vibrating motor, and a battery. 

 

 
Figure 4: Vibrating bracelets. (a) closed bracelet; (b) bracelet 

with the apparent internal circuit; (c) circuit board that 

connects ESP01, battery and motor. 

Source: Authors, (2021). 

 

In addition to the bracelets, 2 more points of the body were 

defined, being the back and chest, to send vibrating commands to 

athletes during athletics competitions. We also use a smartphone 

that transmits, via Wi-Fi, commands to the ESP32 microcontroller 

informing the location (left bracelet, right bracelet, front engine - 

chest or back engine - back) and vibration pattern, to the 

microcontroller to pass on the linguistic code information to the 

athlete.  

When a command sent by the smartphone, required the 

activation of the vibrating motors on the athlete's back or chest, the 

ESP32 itself was responsible for driving the correct motor by wire, 

according to Table 1 of commands. When a command was directed 

to one of the vibrating bracelets, the ESP32 module forwarded, via 

Wi-Fi, the command to one of the ESP01 modules located on the 

corresponding wrist. The vibrating devices implemented the 

language code with the function of guiding the athlete on the 

athletics track. As can be seen in Figure 3, the ESP32 module was 

connected to the vibrating motors using two wired connection 

outputs. 

 

 
Figure 5: Circuit board developed to connect ESP32 

microcontroller and vibrating motors via wired connection. 

Source: Authors, (2021). 

In addition, we developed an embedded code in the ESP32 

microcontroller, which was used to receive the information 

transmitted by the cell phone and forward the commands to activate 

the correct vibrating device, located on one of the arms, back or 

chest. 

V. RESULTS AND PERFORMANCE ASSESSMENT 

Android smartphone software was developed to validate the 

developed linguistic code. This software was used to manually pass 

information over a wireless network to the athlete during the tests 

of the prototype and language code, and to verify that the athlete 

understood the stimuli correctly. 

Using the linguistic code and the developed hardware and 

software prototypes, we perform the following experimental 

procedures. 

 

V.1 TEST PROCEDURE 1: ASSESS THE MOST 

SENSITIVE AREAS OF THE ARMS (LOCATION: 

SPORTS COURT) 

The purpose of test 1 was to assess the most sensitive areas 

of the arms for the application of the vibrating commands to gently 

turn left and right. For this, tests were carried out with 5 athletes 

and in 3 different positions on the arms, being the shoulder, above 

the elbow and on the wrist, to verify which place of vibration of 
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greater perception for the athlete at the race. As a result, the pulse 

was chosen, unanimously, by the athletes as the region of greatest 

perception. 

 

V.2 TEST PROCEDURE 2: ASSESS THE MOST 

SENSITIVE AREAS IN THE FRONT AND BEHIND 

(LOCATION: SPORTS COURT) 

In test 2 the objective was to test the areas of greatest 

sensitivity for the commands that involve vibration in the front and 

behind the athlete's body. These are the athlete approach 

commands (commands 4 to 7) and a 100m advance command. 

Tests were performed with 5 athletes and in 2 different positions 

on the front and back of the athletes' body, with the objective of 

verifying in which place, the vibration was the most noticeable in 

running. The two positions to perform belt positioning tests with 

vibrating devices were the waist region and the chest region of the 

athlete. The location chosen by all 5 athletes was below the chest 

as shown in Figure 6. It is said that these tests were applied by 

sending commands from the developed android application to the 

ESP32 microcontroller. 

 

 
Figure 6: Elastic belt with vibrating devices placed in the 

athlete's chest position. 

Source: Authors, (2021). 

 

V.3 TEST PROCEDURE 3: VERIFY INTERPRETATION 

OF EACH COMMAND (LOCATION: TRACK) 

The purpose of test 3 was to verify on an athletics track, the 

individual interpretation of each of the commands of the linguistic 

code with each of the 5 evaluated athletes. To perform the tests, 

each of the commands in Table 1 was sent individually to each 

athlete at the track, and the athlete was checked to identify the 

information sent. To carry out the verification, the movement 

performed was observed and the athlete was asked for verbal 

confirmation regarding the command identification. As a result, 

100% of the tested athletes identified all commands sent after 15 

minutes of training. However, for the right and left turn commands, 

it was difficult for the athletes to determine the degree of the slope, 

thus having results not so satisfactory with the training time used. 

It is said that these tests were applied by sending commands, from 

the application to the ESP32 and by sending the commands to the 

ESP01 microcontrollers, placed on the wrists, or vibration motors 

of the desired position (e.g., chest or back). 

 

V.4 TEST PROCEDURE 4: VERIFY APPROACHING 

AND DISTANCING COMMANDS (LOCATION: 

TRACK) 

In test 4, we verified whether the commands for 

approaching and distancing the athlete ahead (commands 4 and 6) 

and the approach and distance for the athlete from the back had the 

variation in vibration force (e.g., increase or decrease) necessary 

for the athlete perceive the approach or distance. The values used 

for reducing and increasing the vibration power were, the change 

from 135 to 150 for the increase, and change from 150 to 135 for 

the decrease. The tests were carried out with the 5 athletes, for 

whom commands were applied with power variation of the motor 

located on the athlete's chest and back and asking for confirmation 

of the interpretation of the commands by the athletes. As a result 

of the tests, we found that of the total of 35 commands sent to the 

5 athletes, 31 were correctly interpreted. In cases where the 

command was not interpreted correctly, we verified that the 

prototype slipped due to the athlete's sweat. 

 

V.5 TEST PROCEDURE 5: CHECK ALL THE 

COMMANDS (LOCATION: TRACK) 

The purpose of this test was the athlete to test the system 

presented in this article when running on the track, without a guide 

and receiving commands passed through the system. As in test 

procedure 3, athletes had difficulties in knowing the degree of 

inclination for the controls to gently turn left and right. To 

overcome this problem, tests were performed to decrease the 

engines vibration frequency to perform a lower incline, and even 

then, the problem continued to occur. From there, a training of 

approximately 5 hours was carried out so that the athletes were able 

to use properly the developed system. From the training we 

obtained a satisfactory result, where all 5 athletes managed to 

complete the 100-, 200- and 400-meters race using, each athlete, 2 

lanes of the athletics track. 

 

VI. CONCLUSIONS 

In this article, we present a prototype of hardware and 

software to guide athletes with visual impairments in athletics 

competitions. The prototype developed was tested in simulated 

races on an athletics track, verifying its viability with use by 

athletes on courses of 100, 200, 300 and 400 m. 

We conclude that after the development of a location 

subsystem using high precision GPS and improvements in the 

guidance subsystem related to the turn angle on the track, the 

developed system has the potential to be used in real competitions. 

The athletes and guides welcomed the prototype and during the 

tests, the athletes claimed to feel autonomy with the information 

received by the vibrating devices, as well as praising the fact that 

they might not be concerned with the synchronization with the 

guide in the race, focusing on improving the race time. 

As a future work, it is also suggested a version of the 

prototype that makes it possible to choose, via voice commands, a 

location on a city map so that the developed prototype / device 

vibrates warning about the directions to be taken on the route 

selected map. 
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