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ABSTRACT
Traffic inspection is present in the daily lives of drivers. However, this inspectional process often presents itself in an inefficient and archaic way, by using paper and pen to write down the infractions committed, especially in regions lacking the latest technology. Thus, the objective of this work is to present a possible solution to this problem, with the development of a prototype application that allows the user to perform these inspections in a digital way. The methodology used includes a visit to City Cooperation Center (Centro de Cooperação da Cidade - CCC) in Manaus, Amazonas, to analyze the current scenario of the city's traffic inspection system, as well as the determination of methods to integrate the information between the application developed and PRODAM's database. At the end of the research and development, the significant potential to aid traffic agents is verified, and presents direction for future research in the area to improve what was developed in this work.

I. INTRODUCTION
Over time, new technologies are designed, developed, and tested. One of these innovations was the automobile, bringing people and places together, facilitating tasks and revolutionizing modern society. But like every invention, the automobile brought new problems and intensified existing ones, which are fought through inspections that have been intensified in recent years with the upbringing of electronic inspection that although it lacks formal coordination, the actions taken by municipal bodies when added together are of the same size as a national inspection program [1].

Today, the big urban centers in Brazil and in the world, as in our neighbors Chile and Argentina, which had their traffic codes changed respectively in 1995 and 1999 [1], count on extremely modern and powerful systems to help in the daily tasks of traffic inspectors and traffic agents, methods such as OCR (Optical Character Recognition), software for license plate recognition and even faces, as in the port city of Itapoi in Santa Catarina, that uses OCR technology to check the biometric registration of the driver and vehicle to verify if there is any cargo delivery scheduled for that day and/or time [2].

SENATRAN is the union body constituted with the purpose of representing public transport companies in the city of Manaus, responsible for enforcing traffic legislation, established by National Traffic Council (Conselho Nacional de Trânsito - CONTRAN). It, through its traffic agents, inspects vehicular infractions, such as stopping and/or prohibited parking, speed above the permitted limit, among others.

To carry out the inspection, traffic agents often resort to snapshots of the offending vehicle's license plate, to later register manually in the secretariat's system, so that the offender is properly treated and punished. However, this form of inspection can prove to be inefficient, as it requires a lot of repetitive and completely manual work, reducing the productivity of the service, using a slow and outdated system. How to adapt this existing system to the most practical, fast platform and using all that technology has to offer?
In the development of this work, two notebooks with different specifications are used and discussed in the materials and methods section. Several tools, described below, are also used: Figma, for designing the application screen layouts; Android Studio, for application development.

Code libraries, described here, are also used during the development process: Google ML KIT Text Recognition API (Google's Machine Learning Kit text recognition API), for recognizing the text on license plates; Hilt, for injecting dependencies into the application project; Data Binding, for the separation of user interface (UI) logic from business logic – that is, the code that defines the application's logical operations, not related to the graphical interface, but how it will behave upon user actions; Room Database, local database implementation abstraction library on Android; and CameraX, to handle the user's device camera.

At the end of development, the system is first tested by the developers and authors of this work, and then it is tested by the transit agents selected later to obtain feedback from them so that possible errors in the flow or operation of the application can be corrected, and, finally, an analysis of the impact of this project on the routine of transit agents is carried out.

II. THEORETICAL REFERENCE

II.1 PATTERN RECOGNITION

II.1.1 General Concepts

The most notable quality of Pattern Recognition (PR) is undoubtedly its remarkable scope when used in various fields of research [4]. Being able to act in several fields as already mentioned, with these going from the analysis of images to temperature, sound, etc. Two of these areas of action will be discussed in the continuation of this work.

This area is not new, but before computers and the consequent increase in demand for them, PR did not extend to more than the field of theoretical statistics.

A complete recognition system is composed of a sensor capable of capturing the information to be analyzed (an image, sound, temperature, etc.), a machine capable of extracting, reading, and computing the information obtained by the sensor, whether this information is in numerical or symbolic and finally a model is needed to classify the acquired and analyzed data and this model in question is dependent on the data obtained.

II.1.2 Application

In terms of applications, this area is very broad as previously described, that is, even though it is unique and objectively for the analysis of captured data, these can be from different origins and for different purposes. PR is present (and in a way makes up the whole) in the analysis of satellite images, in biometric recognition (facial, voice, etc.), archival classification, among other diverse functions.

Still in terms of applicability, several PR techniques were created over time and with the growing need for data computing systems, techniques based on Artificial Intelligence (e.g., neural networks), statistical and mathematical analysis [3].

II.2 DIGITAL IMAGE PROCESSING

II.2.1 General Concepts

This field is composed of algorithms prepared for specific purposes, thus providing the user with a tool with a wide diversity of forms and processing modes. They interpret images in a mathematical way as if they were data directly related to the method of its creation [3].

In other words, this area is responsible for analyzing information from multiple dimensions captured by different sensory methods.

II.2.2 Application

Since the space race in the 20th century, this area has been gaining more and more body and strength mainly due to its applications in the beginnings of orbital flights until the advent of satellites, but we cannot forget that it is present in the solution of a variety of questions, that even not always related, need methods capable of improving visual information to make its interpretation easier for humans [5].

It is also present in areas such as medicine, where, thanks to functions such as contrast control, it allows better quality in x-ray images, ultrasounds, radiographs, among other types of imaging exams. As previously mentioned, this field also works in the meteorological area thanks to the increasingly advanced satellites.

II.3 OPTICAL CHARACTER RECOGNITION

II.3.1 General Concepts

Known by its name in English (Optical Character Recognition) it is the method that allows, as the name itself already specifies, the recognition of characters, the optical part comes from the fact that this recognition is done from the interpretation of the information contained in a file of image, the characters in this file may have been typed on a computer, written manually on a sheet of paper, printed, etc.

OCR has as its main purpose the simulation of the human capacity of reading and textual comprehension, although it is not fully capable of such a feat [6].

II.3.2 Application

OCR made it possible to create several tools that help us immensely, from performing simple day-to-day tasks such as scanning documents, reading codes through cell phone cameras, thus allowing greater automation of services, cloud text storage it, OCR, also helps in jobs that require greater detail such as analysis, reading, digitization of transcription of ancient texts by researchers and historians.

II.4 MACHINE LEARNING

The purpose of Machine Learning - or Machine Learning - is to study, design and improve mathematical models that can be trained (once or continuously) with contextualized data (from a generic environment), to infer the future and make decisions without knowledge, completeness of all influencing elements (external factors) [7]. To put it another way, machine learning consists of building programs that can adapt to the environment in which they are implemented, without having full knowledge of everything that can change their previously defined parameters. According to [8], the area of machine learning is divided into four groups, which will be discussed below.

II.4.1 Supervised Learning

In a supervised setting, the algorithms are like a student being supervised by their teachers, were, in the context of machine learning, this would be the training data for the algorithm. In this way, as the algorithm makes mistakes, it corrects itself from the data inputs it receives, like a student being corrected by his teacher [7].
In supervised algorithms, data classes are predefined, being created in a finite set, defined by a human, to be classified (the process called labeling) by the algorithm [8] (Figure 1). Within this group of machine learning algorithms, [8] comments on the existence of two main supervised models: classification and regression models.

**II.4.1.1 Classification Models**

This model is a supervised learning method that consists of assigning a label to a sample based on its attributes [10].

**II.4.1.2 Regression Models**

Very similar to the classification model, the regression model has quantitative values as a response variable instead of qualitative ones [10]. That is, instead of predicting labels, this model aims to predict numerical continuous values [10].

**II.4.2 Supervised Learning**

Unsupervised learning is based on the absence of any previously defined supervisor, and thus also absent of error measures. It can be useful when the algorithm needs to learn to group (a process called clustering) a random group of elements according to their similarities [7].

Therefore, it may seem somewhat mysterious to imagine what the algorithm could learn without having much information about the inputs and expected outputs; however, its objective is not
to classify, but to group by similarities [13]. Within this type of machine learning, [13] also states that there are two ways to apply unsupervised learning: clustering and dimensionality reduction, which will be dealt with in the following topics.

II.4.2.1 Clustering

It is the process of grouping similar data into different groups, that is, the partitioning of a group of data into subgroups, whose data follow whatever distance measure is defined [14]. It can also be used for the detection of anomalies in the data group, as was done in a proposal of this implementation in data from multiple views [15].

II.4.2.2 Dimensionality Reduction

Dimensionality Reduction is the process of transforming large data into a meaningful, reduced-dimensional representation. Ideally, this reduced dimension should be the same as the intrinsic dimensionality of the data, which is nothing more than the smallest dimension of parameters needed to work with the original data [16].

II.4.2.3 Use Case

An example of the use of unsupervised learning that cannot be overlooked is the video recommendation algorithm on the Youtube website. He uses the tool created by his company, Google, called Google Brain, which uses the techniques and methodologies of this learning to recommend videos that the algorithm judges (or predicts) that the user is more likely to watch [17].

II.4.3 Semi-Supervised Learning

This type of learning brings together the supervised and unsupervised learning paradigms and develops a paradigm of its own, with the aim of studying how computers and natural systems (such as human beings) learn when presented with both labeled and unlabeled data [18]. He mixes the concepts and methods defined in both paradigms to understand how this can affect the algorithm's learning outcomes, developing algorithms that take advantage of these conditions [18].

Also, according to [18], this type of learning is of great interest in machine learning and data mining, because due to its nature it can improve the solutions of the problems that supervised or unsupervised learning solves, that is, it uses the best factors of both types for a better implementation (Figure 3).

![Figure 3: Diagram of the semi-supervised learning concept. Source: [19].](image)

II.4.3.1 Use case

An interesting use case of this type of learning is performed by [20], in which it was used to identify people in webcams.

II.4.4 Reinforcement learning

Reinforcement learning refers to the behavior of algorithms that learn through trial-and-error interactions with a dynamic environment [21]. According to [21], there are two main strategies to solve problems involving reinforcement learning. The first one is searching the behavior space to find one that performs well in the environment.

In other words, the algorithm analyzes all the behaviors that it can take when it finds itself and seeks to choose the best among them to get closer to the objective defined for it. The second consists of using statistical techniques and dynamic programming methods to estimate the usefulness of taking actions in the states of the world - that is, using statistics to determine the best action to be taken, aiming at the environment in which it is currently found.

II.4.4.1 Learning stages

The [20] says that all reinforcement learning must go through a cycle of learning stages. This cycle consists of the algorithm being presented with a state of the environment, together with the available behavior options against that current state, and then the algorithm must choose, usually by a trial-and-error system, the option that will accumulate the most points of reinforcement in the long term, which means that he will get as close as possible to the objective proposed to him. To better understand this cycle, [20] presents the following scheme:

In Figure 4, the learning cycle to which [20] refers is shown. In it, the environment and the algorithm (Agent) interact with each other. First, the environment tells the algorithm which state it is in, and how many and which behavior options it can adopt. The algorithm then makes the choice, and then the environment returns to the algorithm the amount of reinforcement points it received for having performed the previously chosen action. These points are what indicate to the algorithm if it has made an excellent or a bad
choice, in relation to the objective to be reached. In [22] the author also discusses reinforcement learning, stating that this process basically consists of periodic state updates, with “rewards” – such as receiving more points, no points, or losing points – according to the steps taken by the algorithm. In the following, a whole reinforcement learning process will be exemplified with a maze problem, presented by [22].

| Environment: | You are in state 65. You have 4 possible actions. |
| Agent:       | I’ll take action 2. |
| Environment: | You received a reinforcement of 7 units. You are now in state 15. You have 2 possible actions. |
| Agent:       | I’ll take action 1. |
| Environment: | You received a reinforcement of 4 units. You are now in state 65. You have 4 possible actions. |
| Agent:       | I’ll take action 2. |
| Environment: | You received a reinforcement of 5 units. You are now in state 44. You have 5 possible actions. |

Figure 4: Reinforcement Learning Cycle.  
Source: [20].

Figure 5 presents the general concept of the maze problem, which consists of making the robot (algorithm) reach the goal (gray ball). For this to happen, several phases will be covered, which will be explained below, containing related figures to facilitate understanding. On the other hand, Figure 6 shows the states of the environment, which represent the possible positions that the robot can assume. Figure 7 shows all possible movements for the robot to perform, which are moving up, right, down, and left (North, East, South and West, respectively, meaning North, East, South and West).

Figure 5: Maze problem.  
Source: [22].

Figure 6: States of possible positions in the maze.  
Source: [22].

Figure 7: Possible robot movements.  
Source: [22].

Figure 8: State transitions and rewards  
Source: [22].
In Figure 8, the calculated reward values of each state are shown, which will then be used by the algorithm to decide the best action to take. One thing is important to note, that it does not matter if the path found by the algorithm is also the shortest, or the longest, but that it finds a path.

II.4.4.2 Use Case

A use case of this type of learning can be exemplified by the design of intelligent tutorials using Reinforcement Learning that assemble a dynamic and personalized study plan for each user, according to their history and performance [23].

II.4.4 Why was Android Chosen as the Target Operating System?

According to a survey by Bain & Company, 90% of smartphone users in Brazil use Android [24]. This is because Android is an open system, which allows the existence of several different brands using the system, and a variety of prices that gives accessibility to all social classes. Not only attracting users, but application developers also moved closer to Android, where for 83% of them, the fact that Android allows a highly collaborative ecosystem was the reason for the approach [24].

In the last decade, the number of users has only increased, starting at 26% and reaching an incredible 71% of users who had their first Internet experience through Android smartphones [24] (Figure 9).

With these results, we can see the great influence that Android had and still has in the lives of Brazilians. With affordable prices, modern and pleasant designs, and an easy-to-use system, the mobile operating system is the most widespread and used in Brazil, making the choice of which system to use for the development of the application of this work very easy.

III. MATERIALS AND METHODS

This section will describe the materials and methods used to implement an automotive license plate recognition system. The system will be developed specifically for the use of the security secretariat of the city hall of the city of Manaus/AM. The development of the project is important considering that the fleet is increasing in the Amazonian capital, concentrating about 81% of the fleet registered in the state. To this end, an on-site visit to City Cooperation Center (CCC) will be carried out first.

Opened in 2020, the CCC is an operational and intelligent center for the city and its main objective is to integrate services from the main secretariats in one place, in addition to concentrating traffic monitoring information. He has been a great ally of the city of Manaus in situations of calamity in traffic.

The CCC uses a modern data center with a dual Dell-branded server to run the system, and for the monitoring of city streets, Motorola's AVIGILON software is used, capable of storing and identifying traffic signs and human faces.

Since it is in its initial phase, the CCC is being used more as an intelligence center for the DETRAN, where the guards send their photos, and they are analyzed by the technicians who verify if the fine is correct or not. The guards use WhatsApp to send the evidence of the fine to the technicians and the technicians, after verifying the fine, send it to PRODAM, responsible for the procedures for sending the fine to the citizen.

As of December 2021, there are 855,922 vehicles out of a total of 1,054,592 vehicles registered with the State Department of Transport (DETRAN-AM). The total is 4% higher than in 2020. The IBGE estimates a population of 2.2 million people, with one car for every 2.6 inhabitants. In the continental Amazon, the proportion is one registered vehicle for every 10 residents. According to the vehicle manager of DETRAN-AM, David Fernandes, internally, there are many vehicles in circulation that are not registered due to lack of inspection [25].

III.1 MATERIALS

III.1.1 Equipment Used

For the development of the application of this work, two notebooks will be used, whose technical specifications will be discussed in Table 1.
III.1.2 Tools

In this section, the tools that will be used for the development of the license plate recognition application in this work will be discussed.

III.1.2.1 Figma

According to [26], Figma is a complete and easy-to-understand tool, whose simple and intuitive design allows the developer to easily build effective prototypes. The author also states that the tool is extremely practical, since it allows its use by the browser, without having to install the program on the computer.

In this way, Figma will be used to develop the layout and prototypes of the application screens, so that the application flows are planned, in addition to being possible to correct possible development bottlenecks throughout the process.

III.1.2.2 Android Studio

Android Studio is the official integrated development environment (IDE) for Android application development, built on IntelliJ IDEA, IDE for Java development [27]. According to the documentation, this tool also supports debugging, a tool that allows you to visualize the execution of specific lines of code in real time, offering a better visualization of logical problems, facilitating corrections.

In this work, this tool will be used to build the application, including the source code and visual interface of the application. In the development process, several libraries will be used to assist in the assembly of features, the main ones being discussed in the following topics.

III.1.2.3 Google ML Kit – Text Recognition

Google's library for using Machine Learning (ML) - Machine Learning - in mobile development, the Google ML Kit is the choice of every developer who needs a powerful and at the same time easy-to-implement solution [27]. According to the library's documentation, it presents several solutions that use ML, optimized for its implementation in both iOS and Android applications. All processing takes place on the device itself, making it fast and efficient, and allowing its use in offline environments. In addition, this library uses the technology that Google itself uses in its official applications, in addition to offering the developer easy-to-use APIs.

In this project, Text Recognition API (Text Recognition API) will be used. It allows recognizing texts of any Latin-based character set. According to its developers, it can also be used to automate data entry tasks like processing credit cards, receipts, and business cards.

For this work, it will be used to recognize the text of vehicle license plates, to facilitate users to send the license plate code more quickly and efficiently.

III.1.2.4 Hilt

According to [28], dependency injection is the process of efficiently building dependency graphs of other objects. According to him, dependencies are nothing more than objects required by other objects for them to work correctly. For the injection to be performed correctly, [28] states that it is necessary to decouple the construction of these dependencies from the object that requires them, passing them through the constructor of this object in question. In this way, the main object becomes more flexible for testing, since you can pass the test version of each dependency informed, making it more flexible, in addition to facilitating its usability throughout the project.

In this work, the Hilt dependency injection library, developed by Google, will be used to perform this service of providing the necessary dependencies for the project to work correctly.

III.1.2.5 Data Binding

For [29] the definition of Data Binding can be understood as being a framework that helps in the synchronization of the visual interface with data models, presenting a real-time connection of the UI and Model. In other words, this tool allows the business logic to connect directly to the visual elements that represent the data of this logic, in a performative way, simple to maintain and easy to understand.

In this project, this resource will be used in the development of the application's screens and its business logic, to make the source code smaller, simpler, and focused on what really matters, leaving the repetitive and time-consuming work for the library, streamlining the application development.

III.1.2.6 Room Database

This library, developed by Google, was built to abstract many steps of the process of building, accessing, maintaining, and changing SQLite database (Android database) [30]. According to [30], Room uses methods in interfaces that the developer can use to perform different activities with the database, to summarize the repetitive logic (boilerplate) of database configuration.

For this work, this library will be used to store the inspections carried out by the user offline, so that at another time he can synchronize them with the server (in the prototype in an emulated way), giving him comfort and security when using the application. Even without a stable or even non-existent internet connection at that moment.

III.1.2.6 CameraX

According to [31], the CameraX library facilitates the implementation of camera functionality natively to Android applications, being compatible with several devices and reducing the number of repeated codes (boilerplate code).

[32] states that the library has an API that abstracts the camera's functions, which allows its use in several Android devices, using the Use-case oriented paradigm.

Its use in this work will be to capture the image of the license plate so that the area of the license plate can be cut and soon after the license plate recognition by the ML Kit library.

<table>
<thead>
<tr>
<th>Laptop 1</th>
<th>Laptop 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samsung (Expert X50, Intel Core i7-8565U CPU 1.80GHz 1.99 GHz, Memória RAM 20GB, NVIDIA GeForce MX110, 1TB (HDD) TOSHIBA MQ04ABF100 &amp; 256GB (SSD) WDC WDS240G2G0B-00EPW0, Windows 10 Home Single Language 20H2)</td>
<td>(Acer Aspiron E 15, AMD Radeon R8 M445DX, 20GB RAM, 1TB (HDD), AMD Quad-core A10-9600p)</td>
</tr>
</tbody>
</table>

Table 1: Machine configuration.
Source: Authors, (2022).
III.2 METHODS

In this section, the methods that will be used to achieve the specific objectives defined in this work will be presented.

III.2.1 Study of Current Conditions

To understand the status of the current system, on-site visits will be carried out to obtain all the necessary information for the development of the prototype of the application of this work.

III.2.2 Determination of Integration Methods

The integration methodology will be defined as follows: the application system will simulate the integration with the CCC system, to perform all the actions that it would perform in the de facto integrated implementation, but with this connection being emulated for testing purposes.

III.2.3 Development of the System Prototype

The application system prototype will be developed in stages, described below:

First, the layouts of the screens and the application icon will be designed. Soon after, the application will be developed, starting with the screens designed in the first stage, and ending with its logical features.

At the end of the development, the project will enter the testing stage, starting with those of the developers and authors of this work, and then, when these tests are finished, continued through on-site tests by the transit agents selected later.

III.2.4 Analysis of the Prototype's Auxiliary Potential

The analysis of the potential to help traffic agents through the complete implementation of this prototype at another time will be as follows: after the tests that were carried out by the agents of the CCC (item III.2.3) are completed, will be collected feedback on the results of these tests, so that a case study can be carried out to identify the impact that a future integrated implementation of this project would have on the routine of transit agents.

IV. RESULTS AND DISCUSSIONS

IV.1 VISIT TO THE CITY COOPERATION CENTER (CCC)

To start the activities related to the development of an automotive license plate recognition system, a technical visit was made to CCC - Manaus, with the purpose of studying the current traffic inspection systems used by the county.

At the end of the visit, it was found that there would be no possibility of developing a system of size like the one used by the CCC and, therefore, it was decided to create a prototype that simulated the interactions of the traffic agents.

IV.2 DEFINITION OF INTEGRATION METHODS

After the visit carried out at the CCC, it was possible to determine the methods that would be used to perform the integration of the prototype user with the CCC system, in an emulated way. For this, the mandatory functionalities were defined so that, in a real implementation of the proposed system, the integration of both parts could be done without problems. The prototype functionalities decided by the authors of this work were:

a) User’s login
b) Image capture
c) Recognizer for text in images
d) List of pending synchronization inspections

In this way, the integration methods were defined, and then the development of the prototype application of the solution system proposed by the authors of this work was started.

IV.3 DEVELOPMENT OF THE PROTOTYPE

IV.3.1 Application Planning

First, a name for the application was decided upon to give the project more personality. The name decided was Agente Digital Amazonas. The acronym of the application was determined as “ADAM”.

After deciding on the name of the prototype, some sketches were made on paper of both the screens and the flows of the application, to plan, correct and improve the initial ideas about what the prototype would be able to allow the user to do, in accordance with the graphical interface. Subsequently, these sketches were digitally reconstructed for better visualization.

IV.3.2 Application Programming

IV.3.2.1 Database

To persistently save both login and inspection data, a database management library called Room was used. The used version of the library was 2.4.2. The application's database was structured by two tables, called UserEntity and InspectionEntity, responsible for storing user registration information and data from each inspection performed, respectively.

IV.3.2.2 Application Screens

IV.3.2.2.1 Splash

The first screen developed for the application was Splash. Splash screens have the function of presenting the application while the initial loading of the application is carried out. For the project, this screen has the function of simulating an initial synchronization of the application with the CCC database, to emulate the use of a real case.

IV.3.2.2.2 Login

The Login screen was then developed, which corresponds to the screen in which the unregistered user will perform the registration, to have access to the application's features. In this way, this screen is responsible for user authentication (main responsibility) and for accessing the screen for adding users to the database (prototypical responsibility, this screen would not exist in the actual implementation of the project).

IV.3.2.2.3 Main Menu

It is the prototype's main screen (Figure 10). In it, the user has access to the application's features, which are:

a) View pending synchronization inspections.
b) View history of inspections carried out (and synchronized).
c) Start inspection process.
IV.3.2.2.4 Image Capture of the Vehicle License Plate

It is the screen responsible for capturing the image of the license plate to be analyzed later by the text-in-image detector (Figure 11).

IV.3.2.2.5 Cutout of the Vehicle License Plate Area

Screen responsible for selecting the text area of the inspected license plate, as well as identifying the text and the user’s current location (Figure 12).

IV.3.2.2.6 List of Inspections

Screen responsible for listing inspections performed by the user, whether pending or inspection history synchronized with the system.

IV.3.2.2.7 Inspection Details

Screen with the responsibility of handling the information of each inspection (Figure 13), allowing the user to edit this data in the context of pending, or send it to the server in the context of creation of inspections.
IV.3.3 Tests

To attest to the functionality of the application, tests of its flows were carried out, with emphasis on the process of creating new inspections in the system. To achieve the results of the tests, it was necessary for the authors of this work to carry out field tests, capturing the images of the sample vehicle plates, so that the research findings could be recorded.

The prototype tests were divided into groups, following the conditions of distance and time of day tested. For example, one of the groups refers to the test performed in an average distance between the vehicle plate and the application, in the afternoon of the day. In this way, it was possible to observe the behavior and accuracy of the application in several different situations during the day.

Figure 14 below shows some of the results obtained in capturing the license plate image during the tests performed.

![Figure 14: Application prototype tests’ results. Source: Authors, (2022).](image)

V. CONCLUSIONS

This work intended to understand the development of a license plate recognition system in mobile devices to assist the inspection process of the traffic agents, from visits to the CCC, development of a prototype and field tests, verifying the possibility of adapting the existing system of paper inspections to the digital platform, increasing the effectiveness of traffic agents significantly, especially in regions with little technology, such as the absence of 4K cameras for detection of infractions and recognition of license plates. In future research, the prototype can be integrated with PRODAM’s system, and other aspects of this system can be analyzed, to improve the functionality of the application and present traffic agents with the solution they need in the palm of their hand.
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