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This study aimed at filling the knowledge gap by examining the influence of performance 

expectancy on e-procurement adoption model in developing countries, Tanzania in 

particular. The mediation effects of relative advantage and attitude were considered in this 

study. Positivism philosophy and cross-sectional survey research design were adopted. In 

addition, stratified sampling technique was adopted and a sample of 157 respondents was 

used. Questionnaire and documentary review were used for data collection. Partial Least 

Squares Structural Equation Modeling with the help of SmartPLS 3 software was used to 

analyze the collected data. The findings reveal that performance expectancy has direct 

influence on e-procurement adoption model. Likewise, performance expectancy has indirect 

influence on e-procurement adoption model through relative advantage and attitude. Basing 

on these findings, it is concluded that performance expectancy has both direct and indirect 

influences on e-procurement adoption model. Therefore, it is recommended that the 

Government of Tanzania and other Governments based in developing countries to pay 

attention to the performance expectancy on the way to e-procurement adoption systems. 
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I. INTRODUCTION 

I.1 OVERVIEW AND PROBLEM SETTING 

Behavioural intention to use technology is said to be 

influenced by performance expectancy because it provides benefits 

to consumers in performing certain activities [1]. However, many 

studies concerning e-procurement adoption systems have not taken 

into consideration the performance expectancy as a critical success 

factor which influences new technology adoption [2-7]. The study 

by [4] aimed at establishing the factors that influence e-

procurement adoption technology in the organization. The findings 

of this study revealed that e-procurement adoption is influenced by 

three critical success factors namely internal needs, improved 

customers relationship and reduction of labour costs. In this study 

by [4] was recommended that allocation of financial resources, top 

management support and end-user buy-in can influence e-

procurement adoption in any organization. The study by [5] used a 

cross-sectional research design to establish the factors that 

influence e-procurement adoption system. A questionnaire was 

used to collect data from 46 respondents. The collected data were 

analyzed by using descriptive statistics with the help of IBM SPSS 

statistics 21. The findings of this study revealed the following 

factors which influence e-procurement adoption; employees and 

management commitment to success of adoption, reliability of 

information technology and supplier’s performance and 

monitoring the performance of e-procurement system. Based on 

these findings, this study recommended to the organization to 

address the factors which were identified towards success of e-

procurement adoption. [6] conducted a study to examine the role 

of e-procurement strategy on the performance of an organization. 

A cross-sectional research design and descriptive statistics analysis 

with the help of IBM SPSS statistics 21 were adopted. In addition, 

inferential statistics with the help of multiple regression and 

correlation analysis was used to analyze the collected data. The 

customer service level. The findings revealed that the performance 
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of the organization is affected significantly by the service level 

strategy, procurement cost reduction strategy, inventory 

optimization strategy and buyer/supplier collaboration strategy, 

audit and compliance strategy. The study by [6] recommended that 

the organization needs a good e-procurement system to use in order 

to reduce the effort and time required for procurement of goods, 

works and services. The new procurement system was anticipated 

to eliminate the traditional paper chain from ordering to payment 

during procurement process. The study by [8] investigated the 

factors influencing e-procurement adoption. Questionnaire survey 

was used to collect data from 213 organizations. Descriptive 

statistics was used to analyze data. The findings revealed that the 

eliminating geographical barriers, benefits of e-procurement, 

effective communication among buyer and suppler were most 

important factors influencing e-procurement adoption. In 

connection to that, [9] carried out the study whose aim was to 

understand advantages of e-procurement. A questionnaire was used 

to collect data from 155 public officials already were using e-

procurement and data were processed using IBM SPSS statistics 21 

software. The findings revealed that e-procurement adoption 

results into reduction of corruption, improves monitoring and 

accountability [9]. 

Furthermore, [10] aimed to understand the concept of e-

procurement, its evolution and adoption in the market economy as 

well as higher education. The findings revealed that successful 

implementation of e-procurement would require the following 

critical success factors: top management support; user acceptance 

of e-procurement systems; employees and management 

commitment to success of adoption; reliability of information 

technology and supplier performance; monitoring the performance 

of e-procurement systems; Other critical success factors identified 

were: training of staff in procurement practices; risk perception and 

continuous measurement of the key benefits, best practices and 

actual selection of the system [10]. 

Studies by [8, 9] and [10] would have been more interesting 

if the authors had explained the indirect influences of performance 

expectancy towards e-procurement adoption. The study by [11] 

aimed at investigating the level of e-Perolehan system success and 

the factors that contribute to this success, as perceived by the 

Government users. The structural equation modeling was used to 

analyze the data. System compatibility, users’ attitude and mimetic 

pressures were found to be the main significant critical success 

factors of the e-Perolehan system. The study by [12] examined the 

factors influencing e-procurement adoption in an organization. 

Simple random sampling technique was used to sample 97 

participants. A questionnaire was used for data collection and the 

collected data were analyzed by using descriptive statistics. The 

findings revealed that training of both end users and procurement 

staff was an important factor in e-procurement adoption. It was 

recommended that management of financial institutions need to 

train both end users and procurement staff in order to keep the 

dynamism of e-procurement [12]. However, some few studies 

regarding information technology adoption models hypothesized 

performance expectancy to effect new technology adoption [13], 

[7], [14]. For example, [7] examined factors influencing adoption 

of mobile payment services. The study by [7] used survey method 

to collect data and the collected data were analyzed by using Partial 

Least Squares Structural Equation Modeling (PLS-SEM). The 

findings revealed that the consumer’ behavioural intention to use 

mobile payment services is influenced significantly by perceived 

trust, social influence and effort expectancy. However, 

performance expectancy and facilitating condition were found to 

influence insignificantly the consumer’ behavioural intention to 

use mobile payment services [7]. Likewise, the study by [13] 

revealed that the performance expectancy had insignificant 

influence towards green e-business adoption. Although the studies 

by [7] and [13] considered the performance expectancy as an 

important factor in new technology adoption but both of them did 

not base on e-procurement adoption. This study was carried out to 

fill this gap by examining the influence of performance expectancy 

on e-procurement adoption model in developing countries, 

Tanzania in particular. In addition to that the Government of 

Tanzania has been undertaking reforms in the public procurement 

process with the aim of supporting e-procurement system which is 

more efficient and transparent in terms of its performance [15]. 

However, it was noted that regardless of the benefits and the 

efficient of procurement performance associated with adoption of 

e-procurement system, 326 (30.9 per cent) of the trained suppliers 

for piloting Tanzania National electronic Procurement System 

(TANePS) adoption in the country were reluctant to register in the 

system [16, 17]. This situation may disturb the expected benefits 

and efficient procurement performance of the system.  

 

I.2 OBJECTIVE OF THE STUDY 

The objective of this study was to examine the influence of 

performance expectancy on e-procurement adoption through 

relative advantage and attitude as mediator constructs. 

 

I.3 THEORICAL FRAMEWORK 

In reviewing the theoretical literature, it was noted that at 

this time, researchers combine UTAUT or TOE model with 

external theories or models or other variables in order to address 

weaknesses of the theory or model [13], [7], [18]. It has been 

argued that it is essential to use at least two theories to attain a better 

understanding of multidimensional new information technology 

adoption due to the limitations that one theory or model may have 

[18]. Currently, there exists no collectively accepted theory to 

explain new technologies adoption and this situation has left 

researchers in a “theoretical confusion” because scholars have been 

developing their own theories or extending the existing ones to 

cater for their research problems [13], [7], [19-22]. For example, 

the study by [13] developed a model by using all constructs from 

the original UTAUT, however, one construct was added to furnish 

the research problem. Likewise, the study by [13] developed a 

model by using constructs from UTAUT, TOE and Institutional 

Theory to outfit for research problem. 

 

I.3.1 Theoretical Gap 

The existing theory adopted in the current study (UTAUT) 

and the model employed (TOE) are clarifying inadequately the 

combined perspectives (individual’ and organizational’ 

perspectives). The current study has developed an integrative 

model comprehensively explains the combined perspectives by 

using direct and indirect relationships of the constructs from TOE 

model and UTAUT of which the original UTAUT and TOE are not 

explaining clearly. The constructs relative advantage and attitude 

from TOE model and the construct performance expectancy from 

UTAUT were integrated and thought to influence directly and 

indirectly the Tanzania National e-Procurement System (TANePS) 

adoption. The direct and indirect relationships of these constructs 

are not comprehended clearly in the original and modified TOE 

models and UTAUTs. Prior studies with regard to new technology 

adoption have not applied the complete UTAUT model as found in 

origin and most of these studies employed only a subset of the 

model and that moderators were typically dropped or were replaced 
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by other moderators [21], [1], [13], [7], [22]. Figure 1 and 2 

presents modified UTAUTs of the new technology acceptance and 

use with an indication for the role of attitude and new moderator 

which was not suggested by the origin UTAUT. 

 

 
Figure 1: Modified UTAUT. 

Source: [21]. 

 

 
Figure 2: Modified UTAUT. 

Source: [22]. 

Previous studies have also not applied all constructs from 

TOE model as found in [23]. Most prior studies had been 

employing only some of the constructs from each element of TOE 

model towards new technologies adoption [11], [24-27]. For 

example, the study by [11] adopted the TOE model to examine the 

level of e-Perolehan system achievement and the influences that 

subsidize to this achievement, as professed by the Government 

employers but the study included only attitude of users, learning of 

organization, expectation of suppliers, compatibility of the system 

and imitative pressure. The study by [25] also adopted the TOE 

model to explore the influence of these factors on the innovation 

decision of firms in the context of a developing country. Figure 3 

and 4 presents modified models by [25] and by [26] which ignored 

some constructs from the original TOE model. 

 

 
Figure 3: Modified TOE Model. 

Source: [25]. 

 

 

 
Figure 4: Modified TOE Model. 

Source: [26]. 

 

A possible reason why prior studies may not have utilized 

all constructs from the origin UTAUT and TOE model is because 

some of the constructs might not be useful in their research 

problems towards new technologies adoption and use context. 

Basing on this fact, the current study has adopted TOE model and 

UTAUT in order to suit its research problem and objectives with 

regard to TANePS adoption [13], [18], [7], [28], [14], [18], [29].  
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I.4 MODEL CONSTRUCTS AND HYPOTHESES 

This study explains three endogenous constructs and one 

exogenous construct. Endogenous constructs involve relative 

advantage, attitude and TANePS adoption. The exogenous 

construct is performance expectancy. 

 

I.4.1 Performance Expectancy (PE) 

[1] defined performance expectancy as a degree to which 

using technology will provide direct and indirect benefits to 

consumers in performing certain activities, and is theorized to 

influence behavioural intention to use technology. On the other 

hand, the origin UTAUT theory by [19] suggests that performance 

expectancy is thought to influence the new technology adoption. 

This argument of theory was supported by [24] who asserted that 

the easier it is to use a technology, the greater the expected benefits 

from the technology with regard to performance enhancement. The 

underlying principle under performance expectancy is that 

individuals make decisions rationally and systematically on the 

basis of the system available. 

In this study, performance expectancy was postulated to 

positively, directly and indirectly effect TANePS adoption basing 

on the fact from the theory and the underlying principle. 

 

H1: Performance Expectancy has positive and direct effect 

on TANePS adoption. 

H2: Performance Expectancy has positive and indirect 

effect on TANePS adoption through attitude. 

H3: Performance Expectancy has positive and indirect 

effect on TANePS adoption through relative advantage. 

 

I.4.2 Relative Advantage (RA) 

Relative advantage is the extent to which the innovation is 

viewed by users to be better than the existing idea; i.e., perceived 

cost and benefits [30]. However, perceived benefits include ‘direct 

and indirect benefits’ like reduction in transaction errors and 

transaction costs, improved data accuracy and faster tendering 

process [31]. In this study, relative advantage was postulated to 

positively effect TANePS adoption. 

 

H4: Relative advantage has positive and direct effect on 

TANePS adoption. 

 

I.4.3 Attitude (AT) 

User’s attitude in this context of study means having 

positive or negative mindset of buyers or suppliers towards e-

procurement adoption in public sector [11] which includes like or 

dislike of the system; willing to learn or not willing to learn about 

the application of the system; committed or not committed to use 

the system in public procurement process; frequently interact or not 

frequently interact with the system in public procurement process. 

In this study attitude was postulated to positively effect TANePS 

adoption in public sector. 

 

H5: Attitude has positive and direct effect on TANePS 

adoption. 

 

I.4.4 Conceptual Model of the Study 

For the purpose of validation of these assertions a number 

of direct and indirect effects of the constructs on TANePS adoption 

were conceptualized as depicted in Figure 5. 

 

 
Figure 5: Conceptual Model of the Study. 

Source: Authors, (2021). 

 

Key: 

                                   Relationships Exist in Literature. 

                           Theoretical Gap (Does not Exist in Literature). 

 

II. METHODS 

Positivism philosophy and cross-sectional survey research 

design were adopted. In addition, stratified sampling technique was 

adopted and a sample of 157 respondents was used. Questionnaire 

and documentary review were used for data collection. Based on 

research model of this study, the rule of thumb proposed by [32, 

33] for applying PLS-SEM and SmartPLS 3 software in data 

analysis was used to justify the minimum number of sample size 

required. Forty (40) respondents were regarded to be the minimum 

number of sample size for testing the hypotheses of research model. 

This is due to the fact that the exogenous construct (performance 

expectancy) had a maximum of four indicators. Per rule of thumb 

proposed by [33], four indicators, times ten was equivalent to forty 

(40). Therefore, a sample of 157 respondents was sufficient for data 

analysis in this study. 

The respondents’ general information was operationally 

measured by using non-parametric measurements for sex and 

education level. The responses were based on nominal scale 

attitude questions. However, respondents’ age and experience were 

operationally measured by using parametric measurements of 

which complete age and experience were filled in the 

questionnaire. The dependent variable, mediator variables and the 

independent variable were operationally measured by using non 

parametric measurements. TANePS adoption had four indicators 

(service performance, efficiency, transparency and information 

quality), performance expectancy had four indicators 

(simplification of procurement process, simplification of payment 

process, removal of chances of corruption, reduction of 

procurement cycle time), relative advantage had four indicators 

(reduction in transaction errors, transaction costs, improved data 

accuracy, faster tendering process) and attitude had four indicators 

(acceptance of the system, intention to learn, plan to use, intention 

to take advantage). The responses were based on a five Likert scale 

(ordinal) questions. 

Questionnaires with closed ended questions were assigned 

numbers to enable the process of quantitative data analysis to be 

more accurate and simpler. The collected quantitative data were 

analyzed by using descriptive statistics with the help of IBM SPSS 
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Statistics software 21 Version and by using Partial Least Squares 

Structural Equation Modeling (PLS-SEM) with the help of 

SmartPLS 3 software. Based on the complexity of the research 

model and the sample size of this study, PLS-SEM was the best 

non-parametric multivariate method that could allow data analysis 

by incorporating both (direct and indirect) relationships between 

the constructs and between the indicators and unobservable 

variables of the research model. 

 

III. FINDINGS 

III.1 EDUCATION LEVEL OF RESPONDENTS 

The findings concerning education level against type of 

respondents revealed that majority of the respondents from 

procuring entities had higher levels of education than suppliers. 

Procurement experts from procuring entities who responded in this 

study were as follows: eight per cent were holding diploma in 

procurement, 50 per cent were holding bachelor degree in 

procurement and 42 per cent were holding post graduate degrees 

related to procurement. For suppliers who responded in this study 

the finding revealed that 66.7 per cent were holding diplomas in 

different fields, certificates in various fields, certificates of 

secondary and primary education, 26.3 per cent were holding 

bachelor degree in different fields and 7.0 per cent of the 

respondents were holding post graduate degrees in different fields. 

These findings implied that the information and data provided by 

the respondents for this study were actual and comprehensive. 

Table 1 shows the education level of respondents against type of 

respondents. 

 

Table 1: Education Level of the Respondents. 

  
Type of Respondent 

Total 
Procurement Expert Suppliers 

Education Level of Respondents 

Primary Educ. 0 4 4 

Secondary Educ. 0 15 15 

Certificate Level 0 5 5 

Diploma Level 8 14 22 

Bachelor Degree 50 15 65 

Master’s Degree 41 4 45 

PhD Degree 1 0 1 

Total  100 57 157 

Source: Authors, (2021). 

 

III.2 MEAN AND STANDARD DEVIATION OF THE 

RESPONDENT’S EXPERIENCE 

Apart from education of the respondents, the study also 

revealed that about 10 years was a mean of the respondents with 

regard to their experience which had good implications for the data 

and information collected for this study. However, there was 

significant dispersion of experience in years from one respondent 

to another due to the fact that the standard deviation from the mean 

was about 8 years close to its mean. Figure 6 shows the mean and 

standard deviation of the respondents’ experience. 

 

 
Figure 6: The Mean and Standard Deviation of the Respondents’ 

Experience. 

Source: Authors, (2021). 

III.3 MEAN AND STANDARD DEVIATION OF THE 

RESPONDENTS’ AGE 

The study also revealed that about 40 years was the mean 

age of the respondents. In addition, there was insignificant 

dispersion of years from one respondent to another due to the fact 

that the standard deviation from the mean age was only about 10 

years. This finding implied that the ages of the respondents were 

not scattered and therefore, the information and data provided for 

this study was very comprehensive and genuine. Figure 7 shows 

the mean and standard deviation of the respondents’ ages of the 

study. 

 

 
Figure 7: Mean and Standard Deviation of the Respondents’ 

Ages. 

Source: Authors, (2021). 
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III.4 RELEVANCE OF PATH COEFFICIENTS AND 

STATISTICAL SIGNIFICANCE OF THE 

HYPOTHESIZED RELATIONSHIPS 

After performing PLS algorithm, the report from SmartPLS 

3 for relevance of the path coefficients of the research model 

showed that the path coefficients of the hypothesized relationships 

of performance expectancy and TANePS adoption were positive 

which meant that an increase in one standard deviation of the 

performance expectancy results into increase of the rate of 

TANePS adoption. In addition, the direct and indirect relationships 

of the performance expectancy were supported. Figure 8 and 9 

show the relevance of path coefficients and statistical significance 

of the hypothesized relationships. 

 

 
Figure 8: Relevance of the Path Coefficients. 

Source: Authors, (2021). 

 

 
Figure 9: Statistical Significance of the Hypotheses. 

Source: Authors, (2021). 
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This study adopted mediators (relative advantage and 

attitude) that accounted for part of the relationships between 

predictor (performance expectancy) and the outcome (TANePS 

adoption) and the steps for testing mediating effects were adopted 

as described by [33]. The direct effect does not have to be 

significant for full mediation, if the indirect effect is insignificant 

then no mediation, the situation of partial mediation occurs when 

both the direct and indirect effects are significant while full 

mediation occurs when the direct effect is not significant and the 

indirect effect is significant. The hypotheses tested from the 

conceptual model based on direct and indirect effects of 

performance expectancy towards TANePS adoption and are 

summarized in Table 2. 

 

Table 2: Findings of Direct and Indirect Hypotheses. 

Hypothesis Path Influence P-value Remark 

H1a 
PE->TA 

H1 
Direct 0.000 Supported 

H1b 
PE->RA->TA 

H3, H4 
Indirect 0.000 Supported 

H1c 
PE->AT->TA 

H2, H5 
Indirect 0.000 Supported 

Source: Authors, (2021). 

 

IV. DISCUSSION OF FINDINGS 

IV.1 THE INFLUENCE OF PERFORMANCE 

EXPECTANCY 

In this study, performance expectancy was proposed to 

positively, directly and indirectly influence TANePS adoption. The 

results of both direct and indirect influences showed positive path 

coefficients which implied that an increase in one standard 

deviation of the performance expectancy converted into an 

increment of the rate of TANePS adoption and both relationships 

were found statistically significant (p-values were < 0.05). These 

results implied that the relationships exist in real life. Likewise, 

these results are parallel to the previous studies of [21] and [22] 

which indicated that the direct and indirect influences of 

performance expectancy to new technologies adoption through 

attitude was statistically significant. However, the findings of the 

current study contrast from some prior studies. For example, [7] 

revealed that performance expectancy (PE) was found statistically 

insignificant towards Behavioural Intention to utilize Mobile. The 

study by [7] reasoned that performance expectancy being 

immaterial could propose that buyers don't just depend on 

performance expectancy so as to embrace and utilize portable 

payment directions. However, this factor additionally doesn't 

influence buyers' choices according to the study by [7]. In addition, 

the study by [13] characterized performance expectancy as the 

degree to which an individual accepts that utilizing a specific 

framework will upgrade their activity execution. A similar report 

set that the higher the performance expectancy among the small 

and medium travel industry undertakings, the higher the effect on 

expectation to embrace and utilize green e-business. These results 

indicated the immaterial influence of performance expectancy on 

green e-business reception because of the way that the p-value was 

more prominent than 0.05, while the path coefficient was under 0.2, 

suggesting that, it was less significant for conversation and 

accordingly, it was disposed of. 

 

V. CONCLUSION 

V.1 THEORETICAL CONTRIBUTION 

Despite the fact that these results of the current study are 

consistent with the origin UTAUT but the origin UTAUT 

considered only individual perspectives as criticized by [22]. In this 

way, the current study has added new information with respect to 

the impact of performance expectancy on new innovation 

(TANePS) adoption because it has included two points of view; 

public and private divisions of which the current theories and prior 

studies are lighting up incapably. The determinant of performance 

expectancy from UTAUT to influence positively, directly, and 

indirectly the reception of new innovation (TANePS) in the public 

to cooperating with relative advantage and attitude from TOE is a 

substantial miss in the existing theories and models. In addition, 

this study argues that performance expectancy is one of the 

powerful constructs which TOE model did not consider in 

technological factors as one of the determinants for adopting new 

technologies. This argument is valid and has been justified by this 

study. Taking into account the relationships between performance 

expectancy and relative advantage and attitude for TANePS 

adoption, the findings revealed that performance expectancy had 

both direct and indirect influences towards TANePS adoption. 

Since performance expectancy influences new technology 

adoption both directly and indirectly, then, this study suggests that 

it should be added in technological factors list in TOE model. 

 

V.2 EMPIRICAL CONTRIBUTION 

Taking into consideration the focus of the previous 

empirical studies conducted in developing countries and the focus 

of this study, it is therefore concluded that the empirical gap which 

was existing has been filled. This is due to the fact that, this study 

has included both the perception of buyers (procurement experts 

from procuring entities) and suppliers a substance that the existing 

empirical literature was explaining insufficiently. Furthermore, the 

integrated conceptual model with constructs influencing directly 

and indirectly the adoption of new technology (TANePS) for 

buyers’ and suppliers’ perspectives has been well comprehended in 

this study of which the existing empirical studies are explaining the 

indirect relationships inadequately. The indirect relationships 

between performance expectancy from UTAUT and relative 

advantage and attitude from TOE model have been sufficiently 

comprehended in this study, a substance that the existing empirical 

literature was missing. In this study, positivism philosophy and 

deductive-forecasting approach were adopted. In connection to 

that, PLS SEM with the help of SmartPLS 3 was adopted in data 

analysis of which the existing empirical literature related to e-

procurement adoption have used these approach and method 

insufficiently. 
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V.3 PRACTICAL IMPLICATION 

The results from the tested hypotheses in the conceptual 

model has practical implications in terms of applicability of 

TANePS in the public sector. With reference to the relationship 

between relative advantage and TANePS adoption. For relative 

advantage being statistically insignificant in direct relationship 

with TANePS adoption could suggest that buyers and suppliers 

during TANePS adoption, expansion and reform do not only rely 

on relative advantage of the system in order to adopt and use the 

new system. Hence, relative advantage of the system does not 

influence buyers’ and suppliers’ decisions to adopt and use 

TANePS. However, performance expectancy and attitude 

influence buyers’ and suppliers’ decisions to adopt and use 

TANePS because the direct and indirect relationships with 

TANePS adoption were found statistically significant. 

 

V.4 RECOMMENDATION 

Policymakers need to restructure the ICT and public 

procurement policies to be in line with e-procurement adoption 

using the final model of this study. The final integrated model of 

this study has implications in public procurement policy with 

regard to the factors influencing TANePS adoption, expansion and 

reform of the system in the public sector. This study has identified 

performance expectancy as a predictor factor while relative 

advantage and attitude are mediators towards TANePS adoption as 

an outcome. The public procurement policy makers should take 

into consideration these factors during expansion and reform of 

TANePS. 

 

VI. LIMITATIONS OF THE STUDY AND AREAS FOR 

FUTURE RESEARCH 

This study was limited to three constructs which explained 

only 64.9% of the variance in users’ intention to use TANePS 

which implies more constructs are required to be included. It is 

therefore recommended that further research may increase the 

number of constructs to improve the variance in users’ intention to 

use TANePS. Additionally, in this study, attention has been paid to 

the application of reflective model with constructs inducing the 

indicators. It is therefore recommended that further research would 

be necessary to apply formative model with specified constructs 

which are induced by the indicators and have received considerable 

attention in the recent past. 
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Accurate prediction of surface subsidence becomes a significant challenge for active 

industrial companies in coal mining fields due to the importance of the economic impacts 

of longwall mining-induced subsidence. This article explores a new variant of genetic 

programming, namely gene expression programming (GEP). The GEP-based method is 

utilized to present a new mathematical formula for subsidence prediction in longwall coal 

mining. The derived model includes both geometrical and geological variables. The data 

set consists of field measurements obtained through 37 longwall panels of Ulan coal mine, 

NSW, Australia. The GEP-based model concluded satisfactory subsidence prediction 

outcomes compared to other empirical methods such as NCB, DMR, ACARP, and IPM. 

The predictive ability of the GEP-based models, which captures the complex nonlinear 

effects of the critical factors on the magnitude of subsidence, resulted in a statistically 

significant improvement in predictive capacity compared to the aforementioned empirical 

methods. The sensitivity analysis results indicated that Panel width and cover thickness 

with 31% and 23% were the most influential parameters in the proposed model. Also, the 

extracted seam thickness, thick layer location, and thick layer thickness had 19%, 16%, 

and 11% impact on the GEP proposed model, respectively. 
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I. INTRODUCTION 

Longwall coal mining is the most common underground 

extraction method globally because of its relatively low cost, high 

safety, and efficiency in mining seams from depths. Longwall 

coal mining subsidence can affect groundwater resource and 

causes changes in permeability, porosity, and groundwater levels. 

Longwall-induced subsidence also has impacts on surface waters 

and associated ecosystems. Subsidence impacts can be divided 

into impacts on ecology, hydrology, geomorphology, and 

topography. Due to the importance of the mentioned effects, 

accurate prediction of surface subsidence due to longwall coal 

mining becomes a significant challenge in mining engineering. 

This importance includes environmental, economic, and social 

aspects.  

Surface subsidence prediction methods, in general, include 

four categories: Empirical, numerical, hybrid, and physical 

methods. Empirical methods are based on the back analysis of 

field measurements and are the most common subsidence 

prediction methods. Some examples of these methods are the 

National coal Board (NCB) method, Australian Department 

Mineral Resource (DMR) method, Australian Coal Research 

Program (ACARP), influence profile method and Incremental 

Profile Method (IPM) [1-5].  

Numerical methods use various mathematical functions to 

study ground movements in and around the longwall panels. 

Some examples of these methods include: cutting cantilever 

beam, key strata, and Voussoir beam structure methods [6-8].  

Hybrid methods involve various mixtures of back-analysis 

of field observation data and using numerical and intelligent 

techniques. The fourth category is physical methods, which 

provide visual means but have little predictive value. In this 

study, Symbolic regression (SR)-based Gene Expression 

Programming (GEP) is used for subsidence prediction in longwall 

http://orcid.org/0000-0002-1422-6225
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coal mines [9-10]. SR is a cluster of regression analysis methods 

to find and build the best model for accuracy and simplicity. This 

method requires many input and output data points to find an 

accurate regression. Similar to the genetic algorithm, this method 

includes both simple, linear chromosomes of fixed length. Like 

the parse trees of Genetic Programming (GP), GEP uses ramified 

structures of different sizes and shapes. The final output of the 

GEP model is a series of linear chromosomes of fixed length. In 

GEP, the genotype and phenotype are separated, and the model 

can benefit from all the evolutionary advantages. The main 

objective of this study is to develop a new mathematical model 

for predicting the maximum subsidence of longwall panels using 

the GEP method.  

Among the various geometrical and geological factors that 

influence mine subsidence, five parameters include: panel width 

(W), extracted seam thickness (T), Cover thickness (H), the 

thickness of overburden thick layer (t), and the location of the 

massive unit above workings (Y) are used in the proposed model. 

Figure 1 shows the schematic of the longwall mining method 

[11].  

The following sections of the paper are organized as 

follows: Section 2 gives brief literature surveys on the subsidence 

prediction methods. The most applicable empirical methods in 

Australia are discussed in more detail. In section 3, the method of 

research is explained. Discussion and results are provided in 

section 4. Finally, the conclusion is given in section 5. 

 
Figure 1: Schematic of longwall coal mining. 

Source: [11]. 

 

II. LITURATURE SURVEY 

The accuracy of mine subsidence prediction methods 

should never be taken for granted. The magnitude of subsidence 

depends on the input parameters of the specific site conditions. 

Empirical methods are based on the actual field measurements. 

These approaches predict subsidence based on parameter 

relationships developed from field monitoring and experience [1-

4, 12-14]. The most widely used methods for predicting longwall 

mining-induced subsidence in Australia are described in detail.  

National Coal Board in the UK proposed a subsidence 

prediction method during the 1960s [1]. NCB method results are 

based on the UK geology and do not predict subsidence 

magnitude accurately for other countries. During the 80s and 90s, 

the NCB method had been used in Australia. DMR, ACARP, and 

IPM methods have now replaced them. The NCB method gave 

good predictions when used in British mining conditions, but it 

provided much higher values than measured data in Australia. 

The difference in calculated subsidence magnitude is because the 

rock mechanics, geological conditions, and overlying strata of the 

extracted coal seam in British coalfields are different from those 

in Australia. The strata rocks in Britain are generally less strong 

and competent. Therefore, for a given seam thickness, the 

calculated maximum subsidence by the NCB method is greater 

than it would typically be for the Australian mining conditions. 

Figure 2 shows the NCB curves for subsidence prediction in 

different w/h ratios for caving and solid stowing cases. 

 

 
Figure 2: NCB subsidence prediction method. 

Source: [1]. 
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As a result of extensive research, NEW South Wales 

Department of Mineral Resources (DMR) introduced a new 

subsidence prediction model for Australian conditions [2]. DMR 

model is a modified form of the NCB method for subsidence 

prediction. The graphical charts of the DMR proposed model 

were presented in three handbooks for major coalfields of NSW. 

This method is also applicable for greenfield sites and where a 

worst-case scenario prediction is required. The data inputs to the 

DMR method are limited to the panel geometric variables include 

panel width, cover depth, and seam thickness. Like other 

empirical models, the DMR model is only suitable for subsidence 

prediction when geometrical variables are within the ranges that 

the model has been developed. In model development, The 

database from over fifty Newcastle and southern were used to 

model construction. As Figure 3 shows, this model is applicable 

when the panel (W/H) ratio is 0.2 to 2.0 and covers depth ranges 

between 70 m and 350 m. In recent years, the DMR method has 

mostly been superseded by the incremental profile method. 

 

 
Figure 3: DMR subsidence prediction method. 

Source: [2]. 

 

In 2003, the Australian Coal Research Program introduced 

a new model for subsidence prediction in Newcastle Coalfields 

[3]. ACARP model was developed based on the LAMODEL 

program and provided a reliable subsidence prediction model 

using both geometrical and geological information of longwall 

panels (See Figure 6). 

The main focus was on the behavior of massive sandstone 

and conglomerate strata above the extracted coal seam. The 

massive geological units are classified into high, moderate, and 

low SRP. In the next step, according to obtained SRP factor and 

the thickness of the massive unit (Figure 4), maximum subsidence 

magnitude can be calculated from Figure 7. Upper and Lower 

bound prediction lines of this method for depths between 50m to 

150 m is presented in Figure 7. For others depth diagrams are 

presented in [3]. Geometrically, the subsidence above a series of 

longwalls is strongly influenced by the panel width, the cover 

thickness, and the extraction height. Regarding geology, massive 

strata units above longwall panels result in reduced subsidence 

compared to longwall panels with similar geometry but thinner 

strata units. 

 

𝑆𝑚𝑎𝑥 = √12(1 − ν2)/t) (γH/E) (W2/4)               (1) 

 

Where are:  

ν – Poisson ratio (dimensionless), 

t – Overburden thickness (m), 

γ – Unit weight (N/𝑚3), 

H – Cover thickness (m), 

E –Young Modulus (N/𝑚2), 

W– Panel width (m). 

 

 
Figure 4: ACARP empirical model for predicting SRP above 

panels with cover thicknesses between 50 and 150m. 

Source: [3]. 

 

IPM method was proposed to predict subsidence in the 

Newcastle Coalfield [4]. To predict subsidence with IPM requires 

panel width (W) and the thickness of cover (H). Figure 5 shows 

the details of subsidence prediction by the IPM method. 

 

 
Figure 5: Subsidence profiles obtained using the incremental 

profile method. 

Source: [4]. 
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Empirical methods require extensive field measurement 

data to develop relationships applied to the mine subsidence 

prediction. However, when there are few case histories, an 

alternative approach is needed. 

Numerical modeling methods simulate the geological and 

geotechnical conditions of the mining site to predict the  

impact of various mining scenarios. Numerical modeling 

methods are often used when the mining method, strata 

conditions, and coal seam thickness differ from situations used in 

previously presented empirical methods. A conceptual model of 

the geotechnical conditions and the proposed mining methods 

must be developed before using numerical modeling. Computer 

modeling to simulate subsidence has been undertaken with 

various levels of success over the past years [15-17]. 

Developments in machine learning fields have created 

several new computer-aided data mining and hybrid approaches 

applicable for prediction problems. Artificial Neural Networks 

(ANN) have extensively been used to develop the nonlinear 

relationships between input parameters in mining and other 

geotechnical engineering systems [18-21]. A genetic algorithm 

(GA) is a robust stochastic approach for predicting various civil 

and mining problems. In contrast with ANNs and GA, the 

application of GP and its different variants, such as GEP in 

mining engineering, is entirely new and original. Various studies 

have also shown that GP, Linear Genetic programming (LGP), 

Multi-Expression Programming (MEP), and Gene Expression 

Programming (GEP) have advantages over ANNs in dealing with 

prediction problems [22-23]. 

The GEP and GP-based methods have useful applications 

where other standard modeling methods are complicated or 

detailed information for model construction don't exist [24-32]. 

 

III. METHODOLOGY 

Genetic programming (GP) is one of the machine learning 

techniques that searches a program space. Gene Expression 

Programming (GEP) is an advanced form of GP technique. 

Ferreira presented gene expression programming [9, 10]. 

Traditional regression analyses, in some cases, have significant 

uncertainties. The regression analysis has a considerable 

impediment relating to complex processes. Besides that, the 

application of regression methods in model construction is the 

normality assumption of residuals. The capability of classical 

regression methods is also limited for the formulation of 

complexity, idealization of material behavior, and excessive 

empirical Parameters. The Gene ecpresion programming approach 

overcomes the constraints of various subsidence prediction 

methods that were previously presented. Contrary to many other 

soft computing tools, GEP provides prediction equations that can 

readily be used for subsidence prediction in longwall coal mines. 

The constitutive models derived using these methods can be 

incorporated into the different models. They may also be used to 

quickly check on other empirical models such as NCB, DMR, 

ACARP, and IPM. Similar to the genetic algorithm, this method 

includes both the simple, linear chromosomes of fixed length. 

Like the parse trees of GP uses ramified structures of 

different sizes and shapes. The final output of the GEP model is a 

series of linear chromosomes of fixed length. In GEP, the 

genotype and phenotype are separated, and the model can benefit 

from all the evolutionary advantages. Ferreira book includes a 

basic algorithm of GEP and its implementation details. GEP 

method consists of five essential components: function set, 

terminal set, fitness function, control parameters, and termination 

points. GEP uses a fixed length of character strings to represent 

solutions to the problems, expressed as parse trees of different 

sizes and shapes. These trees are called GEP expression trees 

(ETs). One advantage of the GEP technique is that genetic 

diversity is highly simplified as genetic operators work at the 

chromosome level. Another advantage of GEP is its unique, 

multi-genic nature which allows the evolution of more complex 

programs composed of several subprograms. The fundamental of 

the GEP is schematically represented in Figure 8. The algorithm 

uses the following steps until a termination condition is achieved: 

(1) Randomly generation of the fixed-length chromosome 

of each individual for the initial population;  

(2) Chromosome expression as ET and fitness evaluation 

of individuals; 

(3) Selection of the best individuals according to the 

fitness function; 

(4) Repeating the previous stages to define several 

generations or until an acceptable solution is found.   Standard 

fitness functions that are used in GEP model evaluation are as 

follows: 

 

III.1 NUMBER OF HITS 

When the precision is chosen for the evaluated models, the 

number of hits fitness function favors other fitness functions in 

evaluating the goodness of constructed model. The error can be 

either absolute or relative. The fitness F (ij) of an individual 

program i for fitness case j is evaluated by Equation 2 [9]: 

 

 If  𝐸(ij) ≤ 𝑝, then  𝐹(ij) = 1;     else   𝑓(ij) = 0       (2) 

 

Where are: 

E (ij) – is the error of an individual program i for fitness 

case j, 

𝑝 –is the precision, 

F (ij) – is the fitness of an individual program i for case j. 

Equation 3 and Equation 4 show the error of an individual 

program in the cases in which errors are absolute and relatives, 

respectively [8]: 

 

𝐸(𝑖𝑗) = |𝑃(𝑖𝑗) − 𝑇𝑗|                                     (3) 

 

𝐸(𝑖𝑗) = |
𝑃(𝑖𝑗) − 𝑇𝑗

𝑇𝑗

⋅ 100|                             (4) 

 

Where are: 

𝑃(𝑖𝑗) – Predicted value by the program 𝑖 for the case 𝑗̇, 

𝑇𝑗– Target value for the case j. 

𝑓 max = 𝑛, can occur when 𝑛 is the number of fitness 

cases. 

 

III.2 MEAN SQUARE ERROR (MSE) 

The mean squared error expresses how close a regression 

line is to a set of points. It does this by taking the distances from 

the points to the regression line (these distances are the errors) 

and squaring them. The squaring is necessary to remove any 

negative signs. E (ij) is the error of an individual program i for 

fitness case j. Equation 5 and Equation 6 show the error of an 

individual program in instances in which errors are absolute and 

relatives: 
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    𝐸𝑖 =
1

𝑛
∑(

𝑛

𝑗=1

𝑃(𝑖𝑗) − 𝑇𝑗)2                           (5) 

Where are: 

 𝑛 – Number of fitness cases,   

 𝐸𝑖  – Absolute error for the program i, 

 𝑃(𝑖𝑗) – Predicted value by the program i for the case j,̇ 

 𝑇𝑗– Target value for the case j. 

𝐸𝑖 =
1

𝑛
∑(

𝑛

𝑗=1

𝑃(𝑖𝑗) − 𝑇𝑗

𝑇𝑗

)2                           (6) 

Where are:  
𝐸𝑖– is the relative error for the program i. 

Other parameters are previously stated in Equation 5. 

Thus, for a perfect fitness, 𝑃(𝑖𝑗) = 𝑇𝑗 , and 𝐸𝑖𝑗 = 0. 

To evaluate the fitness  𝑓𝑖 of the program 𝑖, the following. 

 

 
Figure 6: Key parameters of ACARP subsidence prediction method. 

Source [3]. 

 

 
Figure 7: Empirical model for predicting subsidence above panels (cover thicknesses 50 m to 150 m and low to high SRP zones).  

Source [3]. 

 

Equation can be used [9]: 

 

𝑓𝑖 = 1000 ⋅
1

1 + 𝐸𝑖

                              (7) 

Where are: 

𝑓𝑖–Total fitness of the program i, 

𝐸𝑖– Total error of the program i. 

𝑓𝑖  ranging from 0 to 1000, with 1000 corresponding to the 

ideal conditions. 
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III.3 R-SQUARE 

R-square is the square of the Pearson product-moment 

correlation coefficient, which can be calculated as Equation 8 [9]: 

 

𝑅𝑖 =
𝑛 ∑ (𝑇𝑗𝑃(𝑖𝑗)) − (∑ 𝑇𝑗

𝑛
𝑗=1 )(∑ 𝑃(𝑖𝑗)

𝑛
𝑗=1 )𝑛

𝑗=1

√[𝑛 ∑ 𝑇𝑗
2 − (∑ 𝑇𝑖

𝑛
𝑗=1 )

2𝑛
𝑗=1 ] [𝑛 ∑ 𝑃(𝑖𝑗)

2𝑛
𝑗=1 − (∑ 𝑃(𝑖𝑗)

𝑛
𝑗=1 )

2
]

   (8) 

 

Where are: 

𝑅𝑖– Pearson correlation coefficient. 

Other parameters are stated in Equation 5. 

 

The fitness of an individual program is a function of the 

correlation coefficient and is defined by the Equation 9 [9]:  

 

𝑓𝑖 = 1000 ⋅ 𝑅𝑖
2                                    (9) 

 
𝑓𝑖 ranges from 0 to 1000, with 1000 corresponding to the 

ideal fitness. 

d. Precision and Selection Range. 

 

The fitness f_i of program i is expressed by Equation 10 

and Equation 11 for absolute and relative errors [9]: 

 

 𝑓𝑖 = ∑(

𝑛

𝑗=1

𝑅 − |𝑃(𝑖𝑗) − 𝑇𝑗|)                       (10) 

 

𝑓𝑖 = ∑(

𝑛

𝑗=1

𝑅 − |
𝑃(𝑖𝑗) − 𝑇𝑗

𝑇𝑗

⋅ 100|)                   (11) 

 

Where are: 

R – selection range 

𝑃(𝑖𝑗) , and 𝑇𝑗 are the parameters previously defined. 

Thus, for a perfect fit, 𝑃(𝑖𝑗) = 𝑇𝑗 for all cases 𝑎𝑛𝑑 𝑓𝑖 = 𝑅. 

 

In the second step, the terminals and functions are 

determined. The third step involves selecting chromosomal 

structures such as head and tail size and the number of genes. and 

finally, in the fourth step, the linking function is defined, and 

genetic operators are determined. Detailed descriptions of stages 2 

to 4 are mentioned in [9]. 

 

IV. RESULTS AND DISCUSSION 

Data from Ulan mines have been used in the modeling 

process [33-38]. Ulan coal mines are located in New South 

Wales, Australia, and are very similar in geological and 

geotechnical characteristics. The collected empirical data include 

37 longwall panels and 119 measured subsidence from them. 

Most of the model data, about 79% of them were related to old 

Ulan mine. This section describes Ulan coal mines characteristics. 

Ulan Coal Mine Complex (UCMC) is situated in the central west 

of New South Wales. It is located near the village of Ulan, 

approximately 38 kilometers north-northeast of Mudgee and 19 

kilometers northeast of Gulgong. Coal mining started in the Ulan 

area in the 1920s, consisting of Old Ulan, No.3 underground 

mines, Ulan West areas, and open-cut mining. Figure 9 shows the 

locality plan of the complex [38]. 

 

 
Figure 8: The flowchart of a gene expression algorithm. 

Source: [9]. 

 

 
Figure 9: locality of the Ulan coal mines complex. 

Source: [38]. 
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The coal seams in the region range in thickness from 0.4 to 

1o meters, and the Ulan coal seam is the thickest among them. 

Except for the Ulan, other seams are uneconomical due to high 

ash content. Massive Triassic sandstone, siltstone, and Narrabeen 

conglomerate overlie the Permian Coal Measures. Figure 10 

shows Ulan coal mine longwalls and their positions [33]. 

The research aims to develop a new mathematical model 

for predicting the maximum subsidence of longwall panels using 

the GEP method. The GEP model uses the five influencing input 

parameters as Equation 12: 
 

 Smax =  F (W, T, H, t, Y)                       (12) 

 

Where are: 

W– Panel width (m), 

T– Extracted seam thickness (m), 

H – Cover thickness (m), 

t – Thickness of overburden thick layer (m), 

Y– Massive unit location above workings (m). 

 

The fitness function for model development is the mean 

square error (MSE). The mean squared error Ei of an individual 

program i is evaluated using Equation 5 and Equation 6. For 

assessing the fitness fi of individual program i, Equation 6 is 

used. Various parameters used in the GEP model are shown in 

Table 1. 

 

Table 1: Experiment parameters of the GEP model. 

Parameters Values 

Fitness Function Equation 6 

Population Size 30 

Number of Generation 1000 

Head Length 5 

Number of Genes 3 

Chromosome Length 33 

Function Set +, -, /, *, tan, inv 

Terminal Set c0, …, c3 

Link Function + 

Mutation Rate 0.004 

Inversion Rate 0.01 

IS Transposition 

Rate 
0.01 

RIS Transposition Rate 0.01 

One-Point Recombination 0.3 

Two-Point Recombination 0.3 

Gene Recombination 0.1 

Random Numbers [-100,100] 

Source: Authors, (2021). 

 

Ulan longwall panels have all been carefully scheduled 

according to the timetable provided in Table 2. 

 

Table 2: Extraction timetable of Ulan longwall panels. 

Long wall Start Finish Longwall Start Finish 

LW1 07-12-86 30-11-87 W4 01-09-13 02-05-14 

LW2 20-12-87 15-10-88 LW28 03-07-14 05-03-15 

LW3 30-11-88 31-08-89 W5 06-05-15 01-03-16 

LW4 05-12-89 15-09-90 LW29 02-05-16 01-11-16 

LW5 15-10-90 04-01-92 W6 02-01-17 01-10-17 

A 15-05-92 30-08-92 LW30 02-12-17 04-04-18 

B 05-10-92 28-02-93 W7 05-06-18 07-04-19 

LW6 15-03-93 30-07-93 LW31 08-06-19 01-02-20 

LW7 07-10-93 30-05-94 W8 09-04-20 07-11-20 

LW8 15-06-94 15-02-95 LW32 08-01-21 09-07-21 

LW9 22-03-95 26-10-95 W9 09-09-21 10-03-22 

LW10 05-12-95 23-08-96 W10 11-05-22 08-10-22 

LW11 25-10-96 26-11-97 LW33 09-12-22 08-02-23 

LW12 23-10-97 01-07-98 W11 11-04-23 11-05-23 

LW13 29-07-98 21-04-99 Ulan West 

LW14 21-07-99 01-04-00 UW1 02-01-12 01-01-14 

LW15 31-05-00 22-02-01 UW2 01-03-14 01-03-15 

LW16 20-03-01 08-10-01 UW3 01-05-15 01-05-16 

LW17 06-11-01 21-07-02 UW4 01-07-16 01-09-17 

LW18a 26-07-02 23-02-03 UW5 01-11-17 01-11-18 

LW19 11-04-03 03-11-03 UW6 10-01-19 12-05-20 

LW20a 10-12-03 10-12-03 UW7 13-07-20 10-10-21 

LW21 27-10-04 27-10-04 UW8 10-12-21 12-06-23 

LW22 23-09-05 23-09-05 UW9 11-08-23 10-01-25 

LW23 25-10-06 11-09-07 UW10 12-03-25 12-04-26 

LW24 05-11-07 20-03-08 UW11 12-06-26 10-08-28 

W1 26-05-08 12-02-09 North 1 

LW25 01-04-09 01-11-09 LW-C 01-04-14 08-09-14 

W2 01-01-10 01-11-10 LW-D 01-04-11 08-09-11 

LW26 01-11-11 01-0911 LW-E 01-04-12 08-09-12 

W3 01-11-11 03-08-12 LW-F 01-04-13 08-09-13 

LW27 01-11-12 01-07-13 LW-G 01-04-15 08-09-15 

Source: Authors, (2021). 
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For example, Table 3 shows a part of the measured 

subsidence data of old Ulan coal mine panels. 

 

Table 3: Measured subsidence of old Ulan coal mine panels. 

LW 

Panel 

Measured 

Subsidence (m) 
LW Panel 

Measured 

Subsidence (m) 

A 1.2 11C 1.4 

B 0.93 11X 1.4 

1 1.5 12D 1.3 

5 1.0 13D 1.3 

6 0.13 14D 1.1 

7 1.0 15D 0.96 

8 1.0 16D 1.1 

9 1.2 17D 1.2 

10 1.3 18E 1.1 

11 1.4 19E 1.2 

Source: [39]. 

 

Table 4 expresses the Performance results of the proposed 

GEP model in its different stages. Table 6 suggests the final GEP 

model equations and sub-trees in details. 

 

 

 

 

 

 

 

Table 4: Proposed GEP model performance in different stages. 

Model Experiment vs Prediction 

Stage R MAD RMSE 

Learning 0.904 0.191 0.202 

Test 0.892 0.184 0.197 

Validation 0.881 0.181 0.192 

Source: Authors, (2021). 

 

Table 5 and Figure 10 shows the importance of each 

parameter in the proposed GEP model. Panel width parameter 

with 31%, cover thickness with 23%, extracted seam thickness 

with 19%, thick layer location with 16%, and thick layer 

thickness with 11% impact the proposed model. 

 

Table 5: Sensivity analysis results of the proposed GEP model. 

Parameter Unit Symbol 

Importance 

in the GEP 

model (%) 

Panel width (W) m d0 31% 

Cover thickness (H) m d1 23% 

Extracted seam thickness 

(T) 
m d2 19% 

Thickness of overburden 

thick layer (t) 
m d4 11% 

Massive unit location 

above workings (Y) 
m d3 16% 

Source: Authors, (2021). 

 

Table 6: Sub-equations and sub-trees of the proposed GEP model results. 

Equations Expression Trees (Ets) 

Tan [tan(
c9 − d1

(d0 ∗ d2) −  (d3 ∗ d4)
)]        (13) 

 

Where are: 

d0 – is the Panel width (m), 

d1 – is the cover thickness (m), 

d2 – is the thickness of extracted seam (m), 

d3 – is the thickness of overburden thick layer (m), 

d4 – is the massive unit location above workings (m), 

c0 = 11.2418. 
 

[(d3 − d2) −
d1

c6 ∗ d3
] + 𝑒

𝑐5
𝑑4             (14) 

 

Where are: 

d1 – is the cover thickness (m), 

d2 – is the thickness of extracted         seam (m), 

d3 – is the thickness of overburden thick layer (m), 

d4 – is the massive unit location above workings (m), 

c0 = -1.9457 , 

c1 = -8.8704.  

Tan(c0 ∗ d1)] ∗ [(c2 ∗ c4) − c1] + d3]    (16) 
 

Where are: 

d1 – is the cover thickness (m), 

d3 – is the thickness of overburden thick layer (m), 

c0 = 144.932 , 

c1= 1.6201, 

c2 = 9.0104 , 

c3 = -3.7042. 
 

Source: Authors, (2021). 
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Table 7:  Summary of the most applicable empirical methods for prediction of mine subsidence in Australia. 

Method Use in Australia Main advantages Main disadvantages 

NCB 
Less commonly used today and is used more as 

a rule of thumb to compare with other methods 

Fast, low cost, requires fewer input 

parameters 

The accuracy of the method 

when used in Australia is low 

DMR 

Widely used before 90s. It is used as an 

auxiliary method along with other subsidence 

prediction methods 

Fast, low cost, requires fewer input 

parameters 

Doesn’t take into account the 

presence of the overlying 

thick strata 

ACARP Relatively common method 
Takes into account the presence of 

the overlying thick strata 

Its application limited to 

Newcastle, New South Wales 

IPM 
The most common subsidence prediction 

method in Australia 

It can be implemented quickly and 

cheaply relative to numerical 

modeling methods 

It requires more input data 

than NCB and DMR methods 

Source: Authors, (2021). 

 

Table 8: Subsidence prediction results in the most applicable empirical methods for prediction of mine subsidence in Australia. 

Mine W H T t Y NCB DMR ACARP IPM GEP 
Measured 

Subsidence 

Ulan West 261 75 3.2 10 15 2.88 1.68 1.72 1.68 1.72 1.91 

Ulan West 261 75 3.2 15 20 2.88 1.68 1.72 1.68 1.91 1.82 

Ulan West 315 140 3.2 20 65 2.88 1.68 1.22 1.42 1.48 1.36 

Ulan West 315 215 3.2 35 30 2.88 1.6 1.47 1.42 1.13 0.97 

Old Ulan 216 160 2.54 15 13 2.27 1.19 1.17 1.29 1.55 1.37 

Old Ulan 216 162 2.52 18 19 2.27 1.19 1.23 1.27 1.49 1.36 

Old Ulan 216 167 2.54 20 23 2.29 1.17 1.27 1.25 1.44 1.35 

Old Ulan 198 169 2.54 30 55 2.23 1.14 1.07 1.14 0.84 0.64 

Source: Authors, (2021). 

 

For validation purposes, the performance of the proposed 

GEP model and other maximum subsidence prediction methods 

reviewed in this research are compared with measured 

subsidence. The DMR, ACARP, and IPM methods had been 

proposed based on the database from NSW. Ulan coal mine 

complex has the same geological and geotechnical similarities 

with those of mentioned methods. Although the NCB method is 

proposed for UK mines, it has been used as a rule of thumb in 

comparing results of other empirical methods. 

Table 7 provides a summary of the main empirical and 

proposed GEP models. Validation results of the proposed GEP 

model vs. other methods are provided in Table 8. 

 

 

 

 
Figure 10: Sensitivity analysis results of the proposed GEP model. 

Source: Authors, (2021). 
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Figure 11: Prediction methods results vs. measured data. 

Source: Authors, (2021). 

 

As shown in Figure 11, the NCB method is based on the 

UK longwall mines. comparing the results of NCB method with 

the measured data is unsatisfactory. Compared to the previous 

methods presented with the measured data, the IPM has a minor 

error and higher accuracy. The IPM method has been proposed by 

Mine Subsidence Engineers Consultant into proprietary software 

and is available at a cost. Compared with IPM, the proposed GEP 

method has higher accuracy and requires less time and cost. 

Figure 12 and Table 9 suggest the statistics between measured 

subsidence and subsidence resulted from various prediction 

methods. 

 

Table 9: Statistics results of the proposed GEP model vs. other 

methods. 

Prediction 

method 

Experiment vs Prediction 

R 𝑹𝟐 MAD RMSE 

NCB 0.46 0.21 1.26 1.28 

DMR 0.72 0.52 0.26 0.34 

ACARP 0.74 0.54 0.22 0.27 

IPM 0.88 0.76 0.19 0.24 

GEP 0.88 0.77 0.18 0.19 

Source: Authors, (2021). 

 

 
Figure 12: Squared correlation coefficients of measured subsidence and other prediction methods. 

Source: Authors, (2021). 
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V. CONCLUSION 

The present research introduced a new gene expression 

programming model based on multivariable symbolic regression 

for subsidence prediction in Ulan longwall mines. GEP can use 

linear, nonlinear functions and constant numbers without prior 

information about the final model. The proposed model was 

carried out through measured data as training inputs. Finally, a 

new mathematical formula for subsidence prediction was 

proposed. The maximum vertical subsidence was modeled in 

various affecting parameters (W, H, T, t, y). The proposed model 

was constructed using measured subsidence data from Ulan coal 

mines. By comparing the results of the proposed GEP model with 

NCB, DMR, ACARP, and IPM methods, it was observed that the 

GEP-based model was accurate enough and had the potential to 

be used in mines with similar geological and geotechnical 

conditions. The sensitivity analysis results indicated that Panel 

width with a 31% effect was the most influential parameter in the 

proposed model. Also, the impact of panel depth, extracted seam 

thickness, location, and thickness of the thick overburden layer 

were 23%, 19%, 16%, and 11%, respectively. The proposed 

model is expected to help predict subsidence where geological 

and geotechnical conditions are similar to that of the Ulan coal 

mines. Future research can include some new parameters 

individually or mixed to present new optimized subsidence 

prediction models. 
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Statistical Process Control makes it possible to monitor the quality characteristics of interest, 

ensuring their maintenance within pre-established limits and indicating when to adopt 

corrective and improvement actions. The problem addressed in this work The large variation 

in the net mass of a volatile fuel derived from petroleum (gasoline A) stored in atmospheric 

tanks at a Fuel Distributor in Manaus-AM. Data on the variation in the volume of gasoline 

A were studied in the process of transferring between tanks. The data for the study were 

obtained from the Distributor's Net Cargo Tonnage Certificates (CNCT) and Quality 

Certificates (QC) and tabulated in an electronic spreadsheet using the Microsoft Excel 

software from Windows, in which the graphs of the volume variation values, specification 

limits (LSL and USL) and process control limits (LCL and UCL) were also plotted. All 

results point to an objective way of demonstrating the high degree of safety required in this 

process, the studied process control parameters that form the variation of the ambient 

volume and volume at 20 °C of gasoline A, remained within the limits of control and as for 

the capacity indexes it was concluded that the process produced high capacity indexes. 
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I. INTRODUCTION 

Statistical Process Control (SPC) is a statistical technique 

applied to production that allows the systematic reduction of the 

variability in the characteristics of the quality of interest, 

contributing to the improvement of the intrinsic quality, 

productivity, reliability and cost of what is being produced [1]. The 

production, storage and transport of fuels in terms of volumetric 

quantity is a growing concern, the volume of fuels can be 

compromised from production at an oil refinery or biofuel plant to 

the final consumer tank. [2, 3]. The amount of fuel in storage and 

distribution tanks can undergo several changes, causing the volume 

to differ from the amount of fuel that initially leaves what was 

produced [2, 4]. The regulatory body for the activities that integrate 

the oil, natural gas and biofuels industries in Brazil, linked to the 

Ministry of Mines and Energy (MME), is the National Agency of 

Petroleum, Natural Gas and Biofuels (ANP), the federal agency 

that executes the national policy for the sector with a focus on 

ensuring fuel supply, product quality and protecting consumer 

interests [5]. 

 

II. THEORETICAL REFERENCE 

II.1 STATISTICAL PROCESS CONTROL 

The SPC is an inspection system by sampling, operating 

throughout the process, with the objective of verifying the presence 

of special causes, that is, causes that are not natural to the process 

and that can harm the quality of the manufactured product. Once 

the special causes are identified, we can act on them, continuously 

improving the production processes and, therefore, the quality of 

the final product. [6, 7]. The SPC makes it possible to monitor the 

quality characteristics of interest, ensuring their maintenance 

within pre-established limits and indicating when to adopt 
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corrective and improvement actions. It allows the systematic 

reduction of variability in quality characteristics, in an effort to 

improve the intrinsic quality, productivity and reliability of what is 

being produced or supplied. Shewhart control charts stand out 

among the SPC tools for operational simplicity and effectiveness 

in detecting problems [8]. The SPC provides an x-ray of the 

process, identifying its variability and enabling the control of this 

variability over time through continuous data collection, analysis 

and blocking of possible special causes that are making the system 

unstable [7, 9]. The main objective of the SPC is to enable an 

effective quality control, carried out by the operator himself in real 

time. This increases the operator's commitment to the quality of 

what is being produced and frees management for improvement 

tasks [9]. The SPC makes it possible to monitor the characteristics 

of interest, ensuring that they will remain within pre-established 

limits and indicating when corrective and improvement actions 

should be taken. It is important to emphasize the importance of 

detecting defects as early as possible, to avoid adding raw material 

and labor to a defective product [7]. 

  

II.2 CONTROL GRAPHICS 

The SPC is operationalized through control charts, which 

are used to monitor the performance of a process from the 

definition of an acceptable control range. The control chart is used 

to analyze trends and patterns that happen over time. Its main 

purpose is to monitor a process, checking if it is under statistical 

control indicating its range of variation [6]. There are two types of 

control charts: for variables and for attributes. The control graphs 

for attributes refer to the quality characteristics that classify items 

in conforming and non-conforming, while the control graphs for 

variables are based on the measurement of quality characteristics 

on a continuous scale, as shown in Figure 1 [6, 7, 9]. 

 

 

 
Figure 1: Control Chart Template. 

Source: [17]. 

 

Figure 1 shows a control chart that is composed of a Central 

Line (CL) that represents the average value or central limit of the 

quality characteristic corresponding to the situation of the process 

under control and a pair of control limits: one of them located 

below the central line called Lower Control Limit (LCL) and 

another located above the central line, called Upper Control Limit 

(UCL) [10, 11]. 

 

II.3 CONTROL LIMITS 

The control of the process is usually done through the 

control graph for individual values or gráfico graph. The variability 

of the process can be monitored either through the standard 

deviation control graph, called the S graph, or by the graph for the 

moving amplitude, called the R graph. To better exemplify the 

function of each graph, the 𝑥 graph monitors the variability 

between samples and the S or R graph monitors the variability 

within the sample. The points plotted on the control graphs are 

joined by straight lines sequentially and are interpreted according 

to horizontal lines, called UCL, ML and LCL given by Equations 

1, 2 and 3 for the mean graph and 5, 6, and 7 for the graph of the 

moving range [7, 12]. 

Control limits for the graph of individual measures. 

𝑈𝐶𝐿𝑥 =  𝑥̅ +  𝐸2. 𝑅𝑚                               (1) 

 

𝐿𝑀𝑥 =  𝑥̅                                          (2) 

 

𝐿𝐶𝐿𝑥 =  𝑥̅ − 𝐸2. 𝑅𝑚                                (3) 

 

Where: 

𝐸2 =  
3

𝑑2.
                                          (4) 

 

Where 𝑥̅ is the average of the graph points for each variable, 

𝑅𝑚 = |𝑥𝑖 − 𝑥𝑖−1|, that is, the difference between two subsequent 

values for each variable, and the parameters E2 and d2 are tabulated 

[7, 12]. 

 

II.4 VOLATILITY 

Volatility is a quantity that is related to the easiness of the 

substance to pass from the liquid to the vapor or gaseous state. This 

facility depends on the referential; therefore, volatility is always 

relative: it takes into account two substances, one of which is the 

reference substance [10, 13]. 

The relative volatility between a substance A and a 

substance B is defined as follows: 
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𝛼𝐴𝐵 =  
𝑦𝐴𝑒 𝑥𝐴𝑒⁄

𝑦𝐵𝑒 𝑥𝐵𝑒⁄
                                   (5) 

 

Where: 𝛼𝐴𝐵 is the relative volatility between A and B. 𝑦𝐴𝑒  

and 𝑦𝐵𝑒  are molar fractions of A and B, respectively, in the vapor 

phase in equilibrium with the liquid phase. 𝑥𝐴𝑒  and 𝑥𝐵𝑒  they are 

molar fractions of A and B, respectively, in the vapor phase in 

equilibrium with the liquid phase. 

Relative volatility below one (αAB < 1) indicates that B is 

more volatile than A; otherwise, if the relative volatility is greater 

than one (αAB > 1), A is more volatile than B. If the liquid phase is 

an ideal mixture, Raoult's law can be accepted as valid: 

 

𝑝𝐴 =  𝑃𝐴
𝑠𝑎𝑡 . 𝑥𝐴                                  (6) 

 

𝑝𝐵 =  𝑃𝐵
𝑠𝑎𝑡 . 𝑥𝐵                                  (7) 

 

Where: pA and pB, are partial pressures of A and B, 

respectively. 𝑃𝐴
𝑠𝑎𝑡  and 𝑃𝐵

𝑠𝑎𝑡  are vapor pressures of A and B, 

respectively. xA and xB are molar fractions of A and B, respectively, 

in the liquid phase. 

If the vapor phase is an ideal gas, Dalton's Law applies: 

 

𝑦𝐴 =
𝑝𝐴

𝑃
                                        (8) 

𝑦𝐵 =
𝑝𝐵

𝑃
                                        (9) 

Where: yA and yB are the molar fractions of A and B, 

respectively, in the vapor phase. P the total system pressure. 

Replacing the eq. (6) in eq. (8) and eq. (7) in eq. (9), we will 

have: 

𝑦𝐴 =
𝑃𝐴

𝑠𝑎𝑡.𝑥𝐴

𝑃
                                   (10) 

 

𝑦𝐵 =
𝑃𝐵

𝑠𝑎𝑡.𝑥𝐵

𝑃
                                   (11) 

Replacing the eq. (10) and eq. (11) in eq. (5), we will have: 

 

𝛼𝐴𝐵 =
𝑃𝐴

𝑠𝑎𝑡

𝑃𝐵
𝑠𝑎𝑡                                    (12) 

 

That is, in cases of totally ideal liquid-vapor equilibrium, 

the relative volatility between two substances in a mixture is a 

simple relation of their vapor pressures [10, 13]. 

 

III. MATERIALS AND METHODS 

III.1 COMPANY DESCRIPTION – PLACE OF STUDY 

The work was carried out at a company in the oil sector in 

the city of Manaus, which has been operating since 2000 and has 

been consolidating its position as one of the largest distributors of 

petroleum fuels and biofuels in Brazil. As defined by the ANP, the 

company under study carries out the activity of distribution of 

liquid fuels that is of public utility and comprises the acquisition, 

storage, mixing, transportation, commercialization and quality 

control of fuels [14]. 

It recently underwent a process to expand its storage 

capacity, which went from 15.000 m3 to 75.000 m3, according to 

Regulatory Standard n° 20 (NR-20) of the Ministry of Labor is 

classified as a class III hazardous facility and carries out storage, 

transfer, handling and handling of combustible and flammable 

liquids [15]. 

 

III.2 STAGES OF WORK 

The work was carried out on the changes in the volume of 

gasoline A in the process of transfers between tanks, as described 

in Figure 2. 

 

 
Figure 2: Fuel transfer flow and methodology flowchart. 

Source: [7] and [12]. 

 

III.2.1 DATA COLLECT 

Gasoline A volume data were collected in the transfer 

between tanks (TQ) processes. As shown in figure 2, data on 

volume at room temperature and volume at 20 °C from TQ-01 

(shipping tank) and TQ-02 (receiving tank) were collected over a 

period of two months. These data were obtained from Certificates 

of Net Cargo Tonnage (CNCT), which is the official document for 

certification and quantification of the volume of fuel handled in oil 

terminals. The data of temperature, density and specific gravity at 

20 °C were obtained from the Gasoline A Quality Certificate (QC), 

referring to the batch of work in the sending tank and in the 

receiving tank. 

 

III.2.2 CALCULATION OF CONTROL LIMITS 

The control of the process was carried out through the 

control chart of individual values and by control charts for mobile 

amplitudes. The points plotted on the control graphs were joined 

by straight lines sequentially that were interpreted in terms of 

horizontal lines, called UCL, ML and LCL that took place 

according to the methodology of [7] and [12]. 

Transferência

Volume

TQ-01

Gasolina A

TQ-02

Gasolina A

Net Cargo Tonnage Certificate - NCTC

Quality Certificate - QC

1. Data collect

2. Calculation of control limits

3. Construction of control charts

4. Evaluation of process stability 
and capacity

5. Statistical evaluation of 
control and results

Transfer 
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III.2.3 CONSTRUCTION OF CONTROL GRAPHICS 

The volume data at room temperature and the volume 

converted at 20 ° C of the transfers were organized in a spreadsheet 

and plotted the graphs using Microsoft Excel software from 

Windows. They checked how the process behaves and made an 

average (𝑥̅) and mobile range (Rm) of the data obtained to 

determine the UCL and the LCL to verify the expected standards 

of the process and define the limits according to the methodology 

proposed by [7], that defines the SCP for continuous and batch 

processes. 

 

III.2.4 EVALUATION OF PROCESS STABILITY AND 

CAPACITY 

The relationship between the levels of variability or the 

stability of the process in relation to the specification requirements, 

were made through the analysis of the capacity of the process. The 

verification of the ability of the process to safely meet the 

specifications was demonstrated by calculating the parameter Cpk, 

defined by Equations 13, 14 and 15. This parameter represents the 

ratio between the specification tolerance and the total dispersion of 

the process, according to the methodology of [7] and [12]. 

 

𝐶𝑝𝑘 = min [𝐶𝑝𝑖, 𝐶𝑝𝑠]                             (13) 

𝐶𝑝𝑖 =  
𝑥̅−𝐿𝐼𝐸

3.𝑠
                                    (14) 

𝐶𝑝𝑠 =  
𝐿𝑆𝐸−𝑥̅

3.𝑠
                                     (15) 

Where LSL is the Lower Specification Limit and USL is 

the Upper Specification Limit, the s Where LSL is the Lower 

Specification Limit and USL is the Upper Specification Limit, the 

𝑥̅ is the average of the samples. 

The index Cpk evaluates the distance from the process 

average to the specification limits, taking the one that is less, that 

is, it is defined as being the lowest value between Cpi and Cps, 

therefore, more critical in terms of the chances of producing out-

of-specification items. If 𝐶𝑝𝑘 ≤ 1 (unable process), 1 ≤ 𝐶𝑝𝑘 ≤

1,33 (acceptable process) e 𝐶𝑝𝑘 ≥ 1,33 (capable process). 

 

III.2.5 STATISTICAL EVALUATION OF CONTROL AND 

RESULTS 

Data that exceeded the limit lines were verified and other 

Quality/Process engineering tools were used, such as Brainstorm 

and Ishikawa Diagram, which are discussions of ideas and a 

graphical form used as an analysis to represent influencing factors 

(causes) on a given problem. (effect) to find the root cause and 

define the process capacity indices [16]. 

 

IV. RESULTS AND DISCUSSIONS 

The data of 33 transfers (samples) of Gasoline A from tank 

01 to tank 02 in the months of August and September 2020 were 

studied. Observations of process control related to the parameters 

of volume at room temperature and volume at 20 °C were used. 

The information collected from the NCTC and product QC are 

described in Table 1.

 

Table 1: Data collected from CACL and QC for transfers of Gasoline A (33 samples - August and September 2020). 

Nº. 

Dispatcher Tank (TQ 01) Receiving Tank (TQ 02) 

Tank 

temp. 

(ºC) 

Dens. 

read 

(g/cm3) 

Sample 

temp. 

(ºC) 

Esp. Mass 

at 20 ºC 

(kg/m3) 

Ambient 

volume 

(L) 

Volume at 

20 ºC (L) 

Tank 

temp. 

(ºC) 

Dens. 

read 

(g/cm3) 

Sample 

temp. 

(ºC) 

Esp. Mass 

at 20 ºC 

(kg/m3) 

Ambient 

volume (L) 

Volume at 

20 ºC (L) 

1 31,5 0,712 29,5 719,9 1.241.029 1.224.236 30,5 0,717 30,0 725,2 1.243.243,0 1.228.130 

2 31,0 0,718 30,0 726,2 1.250.090 1.234.216 30,0 0,717 29,0 724,4 1.254.595,0 1.240.037 

3 29,0 0,721 28,5 728,0 1.070.774 1.059.712 28,0 0,718 27,5 724,2 1.073.099,0 1.063.134 

4 30,0 0,715 28,0 721,6 1.935.762 1.013.110 29,0 0,720 28,0 726,6 1.931.089 1.911.055 

5 30,0 0,710 28,5 717,1 997.157 985.329 29,0 0,708 27,5 714,3 995.546 984.831 

6 29,0 0,706 28,5 713,1 964.288 953.874 28,0 0,704 26,5 709,5 964.287 954.930 

7 29,5 0,707 28,0 713,7 1.026.635 1.014.950 28,5 0,712 28,0 718,7 1.028.494 1.018.176 

8 28,0 0,705 27,5 711,3 330.876 327.683 27,0 0,702 26,0 707,1 330.652 327.825 

9 28,0 0,714 26,0 719,0 912.786 904.177 27,0 0,710 26,5 715,4 914.522 906.896 

10 28,5 0,712 27,5 720,2 776.243 768.446 27,5 0,717 26,5 724,4 776.845 770.046 

11 29,0 0,717 28,5 724,0 1.406.613 1.391.908 28,0 0,720 26,5 725,3 1.409.735 1.396.690 

12 29,0 0,717 27,0 722,8 1.032.362 1.021.530 28,0 0,722 27,0 727,7 1.033.674 1.024.177 

13 28,0 0,716 26,5 721,4 219.162 217.110 27,0 0,715 26,5 720,4 218.192 216.399 

14 28,5 0,709 28,0 715,7 908.299 899.106 27,5 0,706 26,5 711,5 908.623 900.407 

15 27,5 0,711 26,0 716,0 832.622 825.195 26,5 0,716 25,0 720,1 833.066 826.706 

16 29,5 0,703 29,0 710,6 1.575.481 1.557.381 28,5 0,701 27,5 707,4 1.579.472 1.563.082 

17 31,5 0,705 29,5 713,0 512.228 505.152 30,5 0,703 29,5 711,0 513.398 506.886 

18 31,0 0,710 30,0 718,3 1.153.299 1.138.303 30,0 0,715 28,5 722,0 1.155.210 1.141.709 

19 29,0 0,713 28,5 720,0 1.200.225 1.187.528 28,0 0,710 27,0 715,8 1.203.303 1.191.847 

20 30,0 0,719 28,0 725,6 1.098.599 1.085.895 29,0 0,715 28,0 721,6 1.098.678 1.087.110 

21 30,0 0,720 28,5 727,0 414.281 409.510 29,0 0,725 27,5 731,1 412.711 408.487 

22 29,0 0,721 28,5 728,0 913.011 902.528 28,0 0,724 27,0 729,7 914.090 905.741 

23 29,5 0,720 28,0 726,6 1.218.226 1.206.291 28,5 0,725 27,5 731,1 1.220.256 1.208.463 

24 28,0 0,717 27,5 723,2 1.017.680 1.008.202 27,0 0,716 25,5 720,6 1.017.412 1.009.057 

25 28,0 0,710 26,0 715,0 1.059.505 1.049.393 27,0 0,707 28,5 714,1 1.062.680 1.053.784 

26 28,5 0,707 27,5 713,3 476.090 471.237 27,5 0,712 27,0 717,8 476.378 472.152 

27 29,0 0,706 28,5 713,1 454.002 449.099 28,0 0,704 27,0 709,9 455.905 451.487 

28 29,0 0,707 27,0 712,9 928.658 918.621 28,0 0,705 27,5 711,3 927.966 919.011 

29 28,0 0,705 26,5 710,5 561.877 556.441 27,0 0,710 26,0 715,0 562.394 557.698 

30 28,5 0,714 28,0 720,6 1.769.183 1.751.539 27,5 0,711 26,5 716,4 1.773.054 1.757.258 

31 27,5 0,712 26,0 717,0 1.112.712 1.102.816 26,5 0,708 25,5 712,6 1.112.855 1.104.166 

32 29,5 0,711 29,0 718,5 1.039.391 1.027.729 28,5 0,716 27,5 722,2 1.042.358 1.032.011 

33 28,0 0,717 26,0 722,0 1.028.154 1.018.543 27,0 0,720 26,0 724,9 1.026.245 1.017.927 

Source: Authors, (2020). 
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IV.1 ASSESSMENT OF AMBIENT VOLUME VARIATION 

Figure 3 shows the graph of the values collected from the 

variation in the ambient volume of Gasoline A for 33 transfers, it 

is observed that the process remains within the specification limits, 

which are established NBR 13787 and ANP Resolution N° 23/2004 

[18, 19], which are -0,6 and +0,6% of volume variation for LSL 

and USL, respectively. 

Figure 4 shows the control chart of the individual values for 

the Ambient Volume parameter for the 33 lots. It is observed that 

the process remains within the control limits, which were 

calculated for the process, which are -0,34 and +0,52% for the LCL 

and UCL, respectively, with a mean (ML) around +0,09% for the 

control chart of individual values (x). 

The values of specification limit and control limit for 

individual values, evaluating the parameter of ambient volume 

were organized in a spreadsheet and are shown in Table 2. 

 

 

 
Figure 3: Graph of values and specification limits for Ambient Volume. 

Source: Authors, (2020). 

 

 

 
Figure 4: Control chart of individual values (x) - Ambient volume. 

Source: Authors, (2020). 
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Table 2: Volume variation (%) in transfers between tanks (33 samples - August and September 2020). 

Nº. 

Ambient Volume (L) Volume at 20 ºC (L) 

Dispatched 

(VTQ1) 

Received 

(VTQ2) 

Difference 

(VTQ2 - VTQ1) 

Variation ambiente 

volume (%) 

Dispatched 

(VTQ1) 

Received 

(VTQ2) 

Difference 

(VTQ2 - VTQ1) 

Variation volume at 

20 ºC (%) 

1 1.241.029 1.243.243 2.214 0,18 1.224.236 1.228.130 3.894 0,32 

2 1.250.090 1.254.595 4.505 0,36 1.234.216 1.240.037 5.821 0,47 

3 1.070.774 1.073.099 2.325 0,22 1.059.712 1.063.134 3.422 0,32 

4 1.935.762 1.931.089 -4.673 -0,24 1.913.110 1.911.055 -2.055 -0,11 

5 997.157 995.546 -1.611 -0,16 985.329 984.831 -498 -0,05 

6 964.288 964.287 -1 0,00 953.874 954.930 1.056 0,11 

7 1.026.635 1.028.494 1.859 0,18 1.014.950 1.018.176 3.226 0,32 

8 330.876 330.652 -224 -0,07 327.683 327.825 142 0,04 

9 912.786 914.522 1.736 0,19 904.177 906.896 2.719 0,30 

10 776.243 776.845 602 0,08 768.446 770.046 1.600 0,21 

11 1.406.613 1.409.735 3.122 0,22 1.391.908 1.396.690 4.782 0,34 

12 1.032.362 1.033.674 1.312 0,13 1.021.530 1.024.177 2.647 0,26 

13 219.162 218.192 -970 -0,29 217.110 216.399 -711 -0,17 

14 908.299 908.623 324 0,04 899.106 900.407 1.301 0,14 

15 832.622 833.066 444 0,05 825.195 826.706 1.511 0,18 

16 1.575.481 1.579.472 3.991 0,25 1.557.381 1.563.082 5.701 0,37 

17 512.228 513.398 1.170 0,23 505.152 506.886 1.734 0,34 

18 1.153.299 1.155.210 1.911 0,17 1.138.303 1.141.709 3.406 0,30 

19 1.200.225 1.203.303 3.078 0,26 1.187.528 1.191.847 4.319 0,36 

20 1.098.599 1.098.678 79 0,01 1.085.895 1.087.110 1.215 0,11 

21 414.281 412.711 -1.570 -0,32 409.510 408.487 -1.023 -0,19 

22 913.011 914.090 1.079 0,12 902.528 905.741 3.213 0,36 

23 1.218.226 1.220.256 2.030 0,17 1.206.291 1.208.463 2.172 0,18 

24 1.017.680 1.017.412 -268 -0,03 1.008.202 1.009.057 855 0,08 

25 1.059.505 1.062.680 3.175 0,30 1.049.393 1.053.784 4.391 0,42 

26 476.090 476.378 288 0,06 471.237 472.152 915 0,19 

27 454.002 455.905 1.903 0,42 449.099 451.487 2.388 0,53 

28 928.658 927.966 -692 -0,07 918.621 919.011 390 0,04 

29 561.877 562.394 517 0,09 556.441 557.698 1.257 0,23 

30 1.769.183 1.773.054 3.871 0,22 1.751.539 1.757.258 5.719 0,33 

31 1.112.712 1.112.855 143 0,01 1.102.816 1.104.166 1.350 0,12 

32 1.039.391 1.042.358 2.967 0,29 1.027.729 1.032.011 4.282 0,42 

33 1.028.154 1.026.245 -1.909 -0,19 1.018.543 1.017.927 -616 -0,06 

Source: Authors, (2020). 

 

IV.2 ASSESSMENT OF VOLUME VARIATION AT 20 °C 

Figure 5 shows the graph of the values collected from the 

volume variation at 20 °C of Gasoline A for 33 transfers, it is 

observed that the process remains within the specification limits, 

which are established by NBR 13787 and resolution ANP n° 

23/2004 [18, 19], which are -0,6 and +0,6% of volume variation 

for LSL and USL, respectively. 

 

 
Figure 5: Graph of values and specification limits for Volume at 20 °C. 

Source: Author (2020). 

 

Figure 6 shows the control chart of the individual values for 

the Volume parameter at 20 °C for the 33 lots. It is observed that 

the process remains within the control limits, which were 

calculated for the process, which are -0,19 and +0,61% for LCL 

and UCL, respectively, with an average (LM) around +0,21% for 

the control chart of individual values (x). 
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Figura 6: Control chart of individual values (x) -Volume at 20 °C. 

Source: Authors, (2020). 

 

The values of specification limit and control limit for 

individual values, evaluating the volume parameter at 20 °C, were 

organized in a spreadsheet and are shown in Table 2. 

IV.3 PROCESS CAPABILITY ASSESSMENT 

After proving the stability of the process, the process 

capacity index was calculated as described in Table 3. 

 

Table 3: Control limits and capacity study. 
Parameter Ambient volume Volume at 20 ºC 

Especification limits -0,6 a + 0,6% -0,6 a + 0,6% 

Control limits (x) -0,31 a + 0,49% -0,16 a + 0,58% 

Standard deviation 0,184 0,184 

Cpi 1,245 1,463 

Cps 0,931 0,712 

Cpk = mín[Cpi,Cps] 0,931 0,712 

Conclusion Inability process Inability process 

Source: Authors, (2020). 

For the Ambient Volume variable, the value of Cpk = 0,931, 

considering the standard deviation calculated for the 0,184. Having 

resulted 𝐶𝑝𝑘 ≤ 1,33 the process is qualified as Incapable. 

For the variable Volume at 20 °C, the value of Cpk = 0,712, 

considering the standard deviation calculated for the 0,184. Having 

resulted 𝐶𝑝𝑘 ≤ 1,33 the process is qualified as Incapable. 

 

IV.4 ACTION PLAN 

Since, according to the result of the Process Capacity Index 

(Cpk), the process was considered Incapable, in this condition a 

brainstorm (sharing of ideas) was carried out in which everyone 

involved in the fuel transfer process (liquid bulk operator, 

operations supervisor and research student) exposed the ideas for 

surveying the causes that resulted in the undesired effect and from 

this survey, a Cause-Effect Diagram or Ishikawa Diagram was 

built, as shown in Figure 7.

 

 
Figure 7: Ishikawa Diagram (cause-efectt) for volume variation. 

Source: Authors, (2020). 

 

From the Cause-Effect Diagram, a check-list was elaborated 

in which the variables and causes that led to the unwanted effect 

were listed. For each cause discussed for the process, it was verified 

whether or not the company met the requirement to inhibit the 

effect, and by elimination, work on the root cause. 

As described in the check-list, the root cause of the 

unwanted effect for the process was the labor variable, which is 

caused by the wrong measurement that originated from the lack of 

attention during measurements and the lack of monitoring of a third 

party regarding the process carried out. 

Once the root cause was verified, the data of 15 more 

transfers of Gasoline A from tank 01 to tank 02 were studied in 

October 2020 to review the fuel transfer process. The activity was 

monitored by an operations supervisor and the student researcher 

and carried out by the liquid bulk operator. 

Observations of process control related to the parameters of 

volume at room temperature and volume at 20 °C were used. The 

information collected from the product quality certificates received 

and ANP specifications are described in Table 4 and Table 5. 

Volume variation 
outside the 

process control 
limits (Inability 

process)

MachineMeasureMethod

LaborRaw materialEvironment

Wrong measurement
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Volatile liquid
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Manual table
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Scale unreadable

Manual measurement
Reading mistake

Reading time
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Table 4: Data collected from CACL and QC for transfers of Gasoline A (15 samples - October 2020 - process review). 

Nº. 

Dispatcher Tank (TQ 01) Receiving Tank (TQ 02) 

Tank 

temp. 

(ºC) 

Dens. 

read 

(g/cm3) 

Sample 

temp. 

(ºC) 

Esp. Mass 

at 20 ºC 

(kg/m3) 

Ambient 

volume (L) 

Volume 

at 20 ºC 

(L) 

Tank 

temp. 

(ºC) 

Dens. 

read 

(g/cm3) 

Sample 

temp. 

(ºC) 

Esp. Mass 

at 20 ºC 

(kg/m3) 

Ambient 

volume 

(L) 

Volume 

at 20 ºC 

(L) 

1 30,0 0,719 28,0 725,6 1.098.599 1.085.895 29,0 0,715 28,0 721,6 1.098.678 1.087.110 

2 30,0 0,710 28,5 717,1 997.157 985.329 29,0 0,708 27,5 714,3 995.546 984.831 

3 29,0 0,721 28,5 728,0 913.011 902.528 28,0 0,724 27,0 729,7 914.090 905.741 

4 27,5 0,711 26,0 716,0 832.622 825.195 26,5 0,716 25,0 720,1 833.066 826.706 

5 28,0 0,717 27,5 723,2 1.017.680 1.008.202 27,0 0,716 25,5 720,6 1.017.412 1.009.057 

6 28,0 0,705 26,5 710,5 561.877 556.441 27,0 0,710 26,0 715,0 562.394 557.698 

7 28,5 0,709 28,0 715,7 908.299 899.106 27,5 0,706 26,5 711,5 908.623 900.407 

8 28,5 0,707 27,5 713,3 476.090 471.237 27,5 0,712 27,0 717,8 476.378 472.152 

9 29,0 0,717 27,0 722,8 1.032.362 1.021.530 28,0 0,722 27,0 727,7 1.033.674 1.024.177 

10 29,0 0,707 27,0 712,9 928.658 918.621 28,0 0,705 27,5 711,3 927.966 919.011 

11 29,0 0,706 28,5 713,1 964.288 953.874 28,0 0,704 26,5 709,5 964.287 954.930 

12 28,0 0,705 27,5 711,3 330.876 327.683 27,0 0,702 26,0 707,1 330.652 327.825 

13 27,5 0,712 26,0 717,0 1.112.712 1.102.816 26,5 0,708 25,5 712,6 1.112.855 1.104.166 

14 28,5 0,712 27,5 720,2 776.243 768.446 27,5 0,717 26,5 724,4 776.845 770.046 

15 29,5 0,720 28,0 726,6 1.218.226 1.206.291 28,5 0,725 27,5 731,1 1.220.256 1.208.463 

Source: Authors, (2020). 

 

Table 5: Volume variation (%) in transfers between tanks (15 samples - October 2020 - process review). 

Nº. 

Ambient Volume (L) Volume at 20 ºC (L) 

Dispatched 

(VTQ1) 

Received 

(VTQ2) 

Difference 

(VTQ2 - VTQ1) 

Variation ambiente 

volume (%) 

Dispatched 

(VTQ1) 

Received 

(VTQ2) 

Difference 

(VTQ2 - VTQ1) 

Variation volume at 

20 ºC (%) 

1 1.098.599 1.098.678 79 0,01 1.085.895 1.087.110 1.215 0,11 

2 997.157 995.546 -1.611 -0,16 985.329 984.831 -498 -0,05 

3 913.011 914.090 1.079 0,12, 902.528 905.741 3.213 0,36 

4 832.622 833.066 444 0,05 825.195 826.706 1.511 0,18 

5 1.017.680 1.017.412 -268 -0,03 1.008.202 1.009.057 855 0,08 

6 561.877 562.394 517 0,09 556.441 557.698 1.257 0,23 

7 908.299 908.623 324 0,04 899.106 900.407 1.301 0,14 

8 476.090 476.378 288 0,06 471.237 472.152 915 0,19 

9 1.032.362 1.033.974 1.312 0,13 1.021.530 1.024.177 2.647 0,26 

10 928.658 927.966 -692 -0,07 918.621 919.011 390 0,04 

11 964.288 964.287 -1 0,00 953.874 954.930 1.056 0,11 

12 330.876 330.652 -224 -0,07 327.683 327.825 142 0,04 

13 1.112.712 1.112.855 143 0,01 1.102.816 1.104.166 1.350 0,12 

14 776.243 776.845 602 0,08 768.446 770.046 1.600 0,21 

15 1.218.226 1.220.256 2.030 0,17 1.206.291 1.208.463 2.172 0,18 

Source: Authors, (2020). 

 

IV.4.1 Assessment of Ambient Volume Variation – Process 

Review 

Figure 8 shows the graph of the values collected from the 

variation in the ambient volume of Gasoline A for 15 transfers, it 

is observed that the process remains within the specification limits, 

which are established by NBR 13787 and ANP resolution n° 

23/2004 [18, 19], which are -0,6 and +0,6% of the volume variation 

for the USL and LSL, respectively. 

 

 
Figure 8: Graph of values and specification limits for Ambient Volume - process review. 

Source: Author (2020). 
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Figure 9 shows the control chart of the individual values for 

the parameter of the Ambient Volume for the 15 samples. It is 

observed that the process remains within the control limits, which 

were calculated for the process, which are -0,26 and +0,32% for 

the LCL and UCL, respectively, with an average (ML) around 

+0,03% for the control chart of individual values (x). 

 

 

 
Figure 9: Control chart of individual values (x) - Ambient volume (process review). 

Source: Authors, (2020). 

 

 

The values of specification limit and control limit for 

individual values, evaluating the parameter of ambient volume for 

review of the process were organized in a spreadsheet and are 

presented in Table 5. 

 

IV.4.2 Assessment of Volume Variation at 20 °C – Process 

Review 

Figure 10 shows the graph of the values collected from the 

volume variation at 20 °C of Gasoline A for 15 transfers, it is 

observed that the process remains within the specification limits, 

which are established by NBR 13787 and resolution ANP n° 

23/2004 [18, 19], which are -0,6 and +0,6% of volume variation 

for LSL and USL, respectively. 

 

 

 
Figure 10: Graph of values and specification limits for Volume at 20 °C - process review. 

Source: Authors, (2020). 

 

Figure 11 shows the control chart of the individual values 

for the Volume parameter at 20 °C for the 15 lots. In both figures, 

it is observed that the process remains within the control limits, 

which were calculated for the process, which are -0,12 and +0,42% 

for LCL and UCL, respectively, with an average (ML) around + 

0,15% for the control chart of individual values (x). 

The specification limit and control limit values for the 

individual values, evaluating the volume parameter at 20 °C, were 

organized in a spreadsheet and are presented in Table 5. 
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Figura 11: Control chart of individual values (x) - Volume at 20 °C - process review. 

Source: Authors, (2020). 

 

IV.4.3 Process Capability Assessment – Process Review 

After proving the stability of the process, the process 

capacity index was calculated as described in table 6. 

 

Table 6: Control limits and capacity study (process review). 
Parameter Ambient volume Volume at 20 ºC 

Especification limits -0,6 a + 0,6% -0,6 a + 0,6% 

Control limits (x) -0,34 a + 0,52% -0,2 a + 0,6% 

Standard deviation 0,087 0,099 

Cpi 2,412 2,505 

Cps 2,196 1,515 

Cpk = mín[Cpi,Cps] 2,196 1,515 

Conclusion Capable process Capable process 

Source: Authors, (2020). 

 

For the Ambient Volume variable, the value of Cpk = 2,191, 

considering the standard deviation calculated for the 0,087. Having 

resulted 𝐶𝑝𝑘 ≥ 1,33 the process is qualified as Capable. 

For the variable Volume at 20 °C, the value of Cpk = 1,515, 

considering the standard deviation calculated for the 0,099. Having 

resulted 𝐶𝑝𝑘 ≥ 1,33 the process is qualified as Capable. 

 

V. CONCLUSIONS 

In this work, Statistical Process Control (SPC) was used to 

demonstrate the performance of changes in the volume of gasoline 

A during the transfer process between tanks at a fuel distributor in 

the city of Manaus / AM and to establish a study for the use of this 

tool control. 

An analysis of the graphs described in Figures 8, 9, 10 and 

11 and Table 6, show that the process is capable of meeting all 

control specifications from a review of the process that was 

followed up in August and September of 2020. All the process 

control parameters studied, ambient volume and volume at 20 °C, 

remained within the control limits and as for the capacity indexes, 

it was concluded that the process produced high capacity indexes. 

The SCP used here enabled the use of information 

accumulated in historical receipt data that had not been used for 

other purposes, allowing the knowledge of the levels of variation 

produced by the process, which can be a starting point for 

implementing a process of continuous improvement. 

The use of SCP is also a systematic of continuous process 

validation, since it can be managed continuously. The use of SCP 

enabled the unveiling of unnoticed instabilities by simply 

comparing the targets to specifications and an opportunity to 

trigger continuous improvement actions. 
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There have been several attempts made in literature to develop access control techniques to 

stem data security problems. Many of these techniques had been found to have one 

deficiency or other. Hence, this study developed a Symbolic Attribute-Based Access Control 

(SABAC) system for data security in the cloud service environment. SABAC system was 

implemented by developing Hash-tag Symbol Authentication (HSA) algorithm using the 

Message Digest-5 encryption. SABAC utilizes a 3-Tier continuous authentication method 

by combining the use of username and password, HSA code, and real-time image 

monitoring and verification. HSA code is generated by combining 5-tuple user attributes 

and the string generated from the user’s image using Obfuscation Technique. The 

concatenated string is converted to hexadecimal which serves as input to MD5 to produces 

a unique HSA code. SABAC was evaluated using three major security metrics of 

confidentiality, integrity, and avail-ability. The result of security metrics tests showed a 

confidence level of 99.993%, integrity threshold of 99.998%, and availability throughput of 

150 users/second. This implies that SABAC is highly efficient for cloud data security. It 

shows that hackers would find it impossible to match any fake identity with valid HSA in 

the database. The study concluded that SABAC could be used for access control in a cloud 

environment for assuring data security. It was recommended that the SABAC system should 

be adopted by Cloud Solution Providers and Security Specialists. 
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I. INTRODUCTION 

In the conventional form of computing, the cost of setting 

up computer services is very high, including infrastructure 

maintenance, technical training, software licensing, and upgrading 

costs. The way information communication technology systems are 

managed has changed with improved Technology. This has 

resulted in a dramatic reduction in the cost of computing services 

and operation. Furthermore, while the cost of running IT services 

and many other related IT operational activities are reduced, the 

fear of data theft, impersonation, and eavesdropping, as well as 

other forms of cybercrime, remains a common drawback [1]. 

Security of data and resource has continuously been a major 

challenge of computing services. Cybercrime is a serious threat to 

computing technology, people, organizations, and nations, 

according to a survey published by [2], and the situation is 

compounded by data loss. According to [3] in the Verizon Business 

Data Bridge Investigation report, cyber vulnerability and attacks 

accounted for 43% of breaches on the web in 2020. It was shown 

in the report that out of these breaches, hacking accounted for 45%, 

social attacks 16% and human error caused 22% of breaches. This 

is more than double the proportion in 2019.  

Therefore, a successful solution to the problems of 

computing vulnerability needs to keep data out of the reach of 

unauthorized access. One way of doing this is by monitoring 

people's rights by using a secure method of access control through 

a reliable system of authentication. In access control, it is a 

requirement to check the users' rights before granting permission. 

At any given time, access is limited or granted to the approved user 

and the implementation of access management techniques must be 
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capable of detecting any form of impersonation or infringement.  

Many access control techniques has been proposed, these include: 

Mandatory Access Control (MAC), Discretionary Access Control 

(DAC), Role-Based Access Control (RBAC), Relationship-Based 

Access Control (ReBAC), Attribute-Based Access Control 

(ABAC) etc. ABAC is effective and efficient for big companies or 

big data [4]. All the existing Access Control techniques, out of 

which RBAC and ABAC are the most popular, have shortcomings 

fitting into the data security problems in the cloud service 

environment. RBAC has the problem of role explosion which 

happens when an organization's roles outnumber its actual users, 

and role changes may cause the authorization associated with each 

role to be modified or removed. There is a limitation to the volume 

of data this tool can handle hence it can only be used for a private 

cloud. ABAC is policy-based but neutral in that it can be used in 

many access control strategies to communicate various types of 

policies and the decision-making capability is very dynamic, which 

is a very significant benefit. ABAC uses the attributes of the user 

and resource for decision making. However, user attributes are also 

at risk of being compromised by intruders due to the multiple rules 

involved in permitting the user. It is not specifically defined what 

attribute should be, the effect of altering attribute is not known. 

Besides, the policy's implementation of ABAC is complex and 

difficult due to the fact that it is rule-based. It requires a lot of 

policies for each of the constraints to be implemented, such as 

object, subject and other underlined entities. In addition, there was 

no method to classify and monitor users' attributes as they travel 

through the system. ABAC leveraged on authorization more than 

authentication [5] hence we proposed a new system that is 

authentication-based.  

In this paper a Symbolic Attribute-Based Access Control 

(SABAC) model is presented. It aims at protecting users' attributes 

so that their data is not exposed to intruders. To accomplish this, a 

symbolic code is generated by concatenating the image of the user 

with other attributes to produce a unique hashtag code for each 

users. In SABAC technology, the picture is a very important 

attribute that has been captured and encrypted to compute the 

hashtag using MD-5. The model is novel because the encrypted 

image is converted to code that hides the user’s identity from an 

unauthorized person.  

The remaining of this paper is organized as follows: Section 

2 describes the background of the studies and related works, section 

3 presents the design of SABAC and section 4 concludes the paper.  

 

II. BACKGROUND AND RELATED WORKS 

II.1 BACKGROUND 

The overview of the previous works on access control 

indicated that ABAC is reliable and more efficient than others in 

literature but its shortcoming makes it not perfect for use in the 

cloud.  So far, any appropriate formal specification for ABAC and 

its operational functionality has not been recorded. ABAC is 

characterized by NIST as an access management system where 

approvals are granted or refused on the basis of attributes assigned 

to the subjects, objects, environmental, and a collection of policy 

specifying the attributes [6]. The ABAC model was strongly 

acknowledged to be in development process and still have varying 

viewpoints on it [7]. 

ABAC is made up of Constraint, Permission, Object, 

Subjects and Users.  Each of these has an attribute attached; Object 

Attribute (OA), Subject Attribute (SU), User Attribute (UA) [8]. 

The terms attributes are applied differently by organizations 

depending on what the system is meant to do. In some cases the 

ABAC model consists of entities called subject; that can be referred 

to as device, program, mechanism, user etc. Likewise, the object 

can be server, network, archive, and so on. Whereas, the context 

attributes are the environmental factors and constraint are the 

policies. The entities depicted as user will generally represent a 

person, a system representation of user assigned a selected session 

or time-frame could be also be a subject. An object could be a 

resource to be accessed by a user. The context may be when the 

access is made, location, the device actions, etc. Precise user 

characteristics include names, date of birth, rental day, address, 

telephone number, occupational title, identification number, etc. 

The addresses of the Internet Protocol, Global Positioning System 

are the values associated with location. The user needs to be 

assigned attributes to identify permission to access the services.  

ABAC permits a lot of flexibility and individualization in 

access control management by combining the user attribute to data 

for decision making on the resources. This quality is more reliable 

to exploit in cloud service environment than using users’ role or 

hierarchy as in RBAC. ABAC, provides a lot of management for 

the protection of data than the RBAC. It's built towards handling 

large information like what it’s obtainable in the cloud computing 

[9]. The ABAC model works through a combination of 

authentication and access control authorization, which seems too 

cumbersome and poorly fixed. Authorization governs the approval 

of users to access resources dynamically with a number of rules 

guiding authorization. User will solely be permissible to access 

objects that its attributes are confirmed to align with the configured 

policies. This should be verified to meet the requirements of 

authorization after approval.  Additionally, constraint specification 

is a sensitive aspect of achieving viable and robust access policy in 

a company that uses ABAC and it causes implementation difficulty 

as a result of several attributes to be specified for the entities 

concerned.  That suggests there are several policies to be specified 

in ABAC unlike in RBAC that make use of the singular role of the 

user in the organization. 

Any security model's behaviour dictates its simplicity. [10] 

claimed that ABAC's policy requirements are too many and that 

implementations is also become tasking.  Also, ABAC is difficult 

to evaluate because of different characteristics and policies. If a 

system is not easy enough to be used by anybody without strict 

guidelines, it may be labelled as weak or not successful.  ABAC 

focuses mainly on what the user is doing with the resource, which 

is authorization and mellows down on authentication since the 

system is more on policy [11]. 

 

II.2 RELATED WORKS 

In their article Cross Bread Role-based Access Control for 

Extended Security at Azure in Cloud Computing. The proposed 

Advanced RBAC Architecture is a form of ontological definition 

which keeps a records of backup data. The log and user limit per 

position is sent to the server on the cloud. There is no backup in the 

previous framework that can lead to data security risks in the event 

of data failure. These new features have the advantage of 

improving cloud storage protection and avoiding data loss. In terms 

of the number of roles per user, the architecture addressed in this 

work has a constraint [12]. 

In “A New Semantic Role-Based Access Control Model for 

Cloud Computing”, stated that the present role-based access 

control is user-centric, if indeed the user has no permission, the 

demanded access function would be denied. Meanwhile the 

semantic model implemented functions and responsibilities of the 

request of the user. The model contains the broker, the user, and 
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the knowledge-based layers respectively. The user layer does the 

job of dispatching the request to the broker layer. It is necessary to 

note that user's requests cannot be rejected under this system, rather 

they should be re-organized to find suitable roles and positions that 

suit the user's purpose. This will be forwarded to the authorization 

agent, who will submit the assignments of the responsibilities and 

functions to the knowledge-based layer. The database consist of 

SPARQL, which is responsible for running a query for the user's 

discovered roles and functions once it is applicable to the user's 

permission request. This layer also consists of a graph of ontology 

that maps the permissions, functions, and features. The graph 

showed the direct relationship at the request level between roles 

and functions as opposed to the relationship at the permission level 

between roles and functions. Although this model is very flexible 

and versatile for cloud services, but searching for a matching 

position and feature that suits the request of the user may be time-

consuming [13]. 

Study on ABAC and the implementation of IaaS models 

was carried out by [5]. This was based on the current model and 

the shortcomings of the role explosion in RBAC. The 

inconveniences of RBAC necessitated the development of the 

ABAC model. It is made up three phases; harmonization of the 

DAC, MAC, and RBAC features for ABAC, Second, in ABAC, a 

new model was developed to manage the dynamic characteristics 

of RBAC and its extension. Finally, to handle user attributes, an 

administrative model was developed. The generalized user-role 

assignment model is called the administrative model (GURA). This 

model was poor because if membership laws for permission are not 

met, an automated modification for an automated features selection 

should be provided, but such a requirement was not obtainable in 

the current ABAC. 

The [14] invented and developed Cipher-text Policy-Based 

Encryption (CP-ABE) to manage secure access in his work, 

Toward Successful Access Control using Attributes and Pseudo 

Roles. Two-step access controls were developed and validated 

through Bilayer Access Control (BLAC) approach. In BLAC, level 

one confirms if user has made requests to access BLAC pseudo-

roles. The level two tested the rules for further access restrictions 

within the related BLAC policies. BLAC, therefore, makes good 

use of attributes while retaining the benefits of RBAC. One 

problem noted in this study is that the user's right to privacy can be 

exposed because several characteristics are used in the process of 

requesting for access. Also, due to the repetitive nature of the 

policies, user's privacy can be exposed to attack.  In BLAC, the 

attributes of the required resources and the requester are forwarded 

to the access Decision agent on the remote server. BLAC model 

was still prone to attack even with the policies been stored 

remotely. 

The [15], concentrating on infrastructure-as-a-service, 

coordinated in the 4th yearly report for state of cloud adoption 

2015. The survey asked 930 IT specialists about the use of cloud 

computing and associated systems. Participants were drawn from 

project manager to managers and experts who have represented 

organizations across various sectors. The report revealed the need 

for wider knowledge and proper education on cloud technology. 

And consumers should be more enlightened about the fear of losing 

their data on account of company folding-up to the cloud owners. 

In his Ph.D. thesis, Cryptographic Enforcement of 

Attribute-Based Authentication, [16]. There was an enumeration of 

the distinction between the various ABA systems. The investigator 

also tracked the numerous authentication methods in literature that 

were listed as traceable and untraceable ABA. These elements 

represent new fields of information security for researchers. 

In the scheme of [17] four stages of its authentication 

procedures used stationary probability. These are: setup, 

registration phase, phase of authentication, and phase of changing 

passwords. Because of the normal username and password used, 

this work has restrictions that could be prone to modification by an 

unauthorized user. 

In “The Design of Hybrid Cloud Migration Techniques”, 

reviewed some recent benefit of cloud computing. Organizations 

have been motivated by enhancement and cost effectiveness to 

migrate their data, software, and other material into the cloud. The 

issues concerning the rate at which cloud was adopted was dis-

cussed. An effective way for information to be transferred to the 

cloud were suggested. Improved protection and access 

management methods, ease of use of migration software, as well as 

improved monitoring tools were proposed as areas of further study 

[18]. 

In their paper, “Authentication Techniques in Cloud 

Computing: A Review”, [19] presented the different techniques of 

authentication. It says that if user data is not secure, the cloud has 

lost its importance. The protection of data in the cloud is very 

significant. Username and password was among the different 

techniques listed but turned out to be the least effective of the 

techniques discussed and is expected to become increasingly 

irrelevant since it cannot cope with current security challenges on 

the cloud. 

The [20], proposed the Advanced Encryption Standard 

(AES) Data Encryption versus Decryption Algorithm. AES is 

among the best methods used for encrypting and decrypting data in 

the field of cryptography. He said there was no documentation as 

to where this algorithm could be breached by hackers. It operate in 

the following major three sizes such as 128, 192, and 256 bits. The 

block consist of 128-bit cipher size block each. 

This research, “A User-Centric Access Management 

System for Cloud Computing” by [21] showed the concerns users 

have on the protection of their migrated data and the thought of 

losing it. It introduced an access management strategy that invoke 

PKI for user to secure their products such that the security 

challenges can be addressed. The PKI techniques work for small 

data, if you use it with big data, it can make your computation 

problems worse. Secondly, the certificate authority that converts it 

into a digital certificate by digitally signing the public key will 

issue a false certificate by fooling users into submitting their data 

to incorrect certificate. 

Between 1989 and 1992, Ron Rivest modeled many types 

of MD. MD2, MD4, and MD5 are the families of message digests. 

In 1990, the MD4 algorithm was developed for its computational 

velocity in software processing. The message is divided into 512-

bit consist blocks and produces a digest length of 128 bits. It is also 

vulnerable to collision attacks, but it generates more resistance than 

MD2 [22]. Rivest created an updated version called Message 

Digest 5 (MD5) in 1992 to replace the earlier MD4 because of 

security problems [23]. It divides the message into 512-bit blocks 

and, like MD4, generates a 128-bit length digest. If there is an 

unintended corruption, it is mainly used to verify data integrity. 

Collision attacks and pre-image attacks are also vulnerable [24]. 

In ABAC, the following issues were identified which 

necessitated the design of SABAC;  

• Attributes are easy to impersonate,  

• Attributes lack standard,   

• ABAC is policy-based and it is complex to implement  

• and lack of monitoring mechanism for attributes’ 

identification.  
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Therefore, there is need to build an access control model that is 

more stable and user-friendly. 

 

III. DESIGN OF SABAC  

There are two main aspects of access control: authentication 

and authorization. This study concentrated on authentication. An 

authentication tool named Symbolic Attribute-Based Access 

Control (SABAC) was developed using The Message Digest-5 

(MD5) encryption method to produce Hashtag Symbolic 

Authentication (HSA); a multi-factor, image-based access control 

mechanism to enhance the ABAC model. Confidentiality, 

integrity, and availability are the security metrics used for assessing 

SABAC performance. SABAC is a tripartite model that 

incorporates the following principles;  

(i) Integrity: the approved users are granted access by 

combining user attributes and the HSA feature. 

(ii) Confidentiality: user data was encrypted and decrypted to 

ensure confidentiality 

(iii) Availability: This was accomplished by maintaining a time 

the data need achieved.  

The MD5 encryption algorithm was used to build the HSA 

framework. This produces a code that is unique for every user. 

Each facial image used in the authentication process has the unique 

code attached to it. The SABAC model was developed and 

improved with the incorporation of Message Digest 5 (MD5) 

encryption algorithm to produce HSA key. The following 

principles was used to generate the key; what you have, what you 

know, and the extension of what you have.  The attributes of the 

users; last name, first name, and picture are what you know, while 

what you have is the password. These entities have been joined 

together using the MD5 encryption to produce the HSA key to 

make an extension of what you have. 

Several stages of adding and padding bits substantially 

made up MD5 algorithm.   Depending on the message length, it 

takes many rounds of iteration to totally transmit message. The 

longer the message is, the more rounds for each block of message 

to be processed. In certain other cases, the bit length may be shorter 

than the expected norm to calculate the MD5, padding may be 

required for such bit length. To build the standard bit, a 64-bit 

representation must be inserted. The MD5 storage and process is 

stored in a buffer [25]. The steps for carrying out the MD5 

algorithm are the following: Append padding bit, append 

representation of 64 bits, Initialize the MD buffer, process every 

block, and output.  Due to the use of three-way authentication, with 

the symbolic strategy, an attacker cannot readily break into the 

cloud resources. The HSA code is far too lengthy to assume, and 

even if the names were guessed, the image feature could not be 

fabricated.  None of the existing systems in literature used an image 

to produce a key for authentication systems as a major requirement. 

SABAC is a multi-faceted enhanced technology that incorporates 

the uniqueness of the picture of the user to ensure that the 

confidentiality, integrity, and availability of the cloud service are 

maintained during data access.  

The advent of cloud computing has led to several security 

issues and a great deal of research in the field of cloud security is 

needed. In the cloud computing service environment, the SABAC 

model is a solution to these cloud security problems and can 

prevent many cyber-crime attacks and other security challenges. 

With SABAC, threats such as eavesdropping, denial of service 

attack, insider attack, outsider attack, passwords forgery, 

impersonation etc. are prevented. Refer to Figure 1 for the flow 

diagram of the SABAC conceptual model.  SABAC's conceptual 

framework is a process that continues without a break.  HSA is an 

important component for tracking authorized users in all phases of 

SABAC authentication system. HSA acts as a booster which needs 

to show often while the user access resources. This indicates that 

the user is authenticated. The SABAC model was developed for 

cloud systems and is deployed using Infrastructure as a Service 

(IaaS).  

Please note that in the SABAC authentication process, the 

user image is converted to create the HSA key. A series of iteration 

processes are repeated when the HSA key is created. Each time a 

user attempts to log into the system, the symbolic key is compared 

to the content of the hash table for that user. Figure1 describes the 

five phases of SABAC.  

 

 
Figure 1: Conceptual Model of SABAC. 

Source: Authors, (2020). 

 

The phases used in this model are the symbolic accession 

process, the identification phase, the analysis of the user's data 

phase, the report evaluation phase, and the data archive phase. 

These five stages have an HSA that applies to it, and the transition 

to the fifth stage includes archiving the users' information. 

The symbolic accession process, which involves user 

registration and identity capture, is the first phase. It is presumed 

that while some users are new, some may have registered with the 

owner of the resource. Two processes are involved in the Symbolic 

Accession phase; new user registration and signing in of existing 

users. In new user registration, the device prompts the user to 

supply his/her last name, first name, username and password. To 

generate the HSA key. The data entered by the user are 

acknowledged and saved in the repository. To complete the 

registration process, for new users, the system undertakes the 

following steps: 

i.  The user is instructed to take a photograph. The device's 

camera is turned on, and a picture of the user is taken. 

ii.  The module generates an image-id for the snapped image. 

The HSA code is generated as follow:  

 The name of the user such as first-name, other-names, 

and last-name are saved as 64-bits string. 

 The user's image is translated to string of 64-bit. 

 Every attribute that have been collected are 

concatenated and converted to hexadecimal values. 

 To produce a hash-tag key an MD5 encryption is 

applied. 

iii.   The hash-tag key genereated is store in database for 

reference and comparison next time the user intends to use 

the system. 

 

 

 

Page 39



 
 
 

 

Oyeyinka, Idowu and Kuyoro, ITEGAM-JETIA, Manaus, v.7, n.29, p. 36-46, May/Jun, 2021. 

 

 

The second process is the confirmation of the existing user 

profile. The Login procedure for registered individual to get 

entrance to the system includes the following: 

i. The system prompts user to enter username and password. 

ii. User’s picture is automatically snapped by the system 

camera. 

iii. The data stored in the archive is retrieved and compared 

with the new ones; the latest picture must be identical to 

what is in the archive. 

iv. A new image-id is created, and the process is compared to 

the current image-id; the image's similarity and confidence 

threshold are calculated and saved in the database. If all of 

the information is identical to that in the database, access is 

granted; otherwise, access is denied. 

 

Identification phase is the second phase. During this phase, 

the system serves as a trusted authority. The identification process 

identifies all the entities that produced the symbolic elements. The 

trusted authority will do a thorough check of the attribute 

combined to formed the HSA, and then connect them to the HSA 

key. The Symbolic portion is transformed for visual confirmation 

and readability. Since the HSA key is linked to the user image 

stored in the database, adding it to this stage improves the user's 

traceability. This distinguishes the work because the symbolic 

accession process ensures that the user attributes are captured 

correctly and encrypted. The identification phase ensures access 

is given to the authorized user by ensuring simple verification 

process. For example, a session can shut down unexpectedly, 

thereby allowing an attacker to login through the last login session 

that was not properly turned off. Identification phase is meant to 

detect such an unauthorized attempt.  SABAC uses the HSA code 

generated and image classification process to ensure that the 

confidence level is within 95-100 percent and similarity thresholds 

of the system is 1 for the verified users. However, if the values are 

below 95 percent and 0 for both measures, the system classified 

the user as not confirmed.  

The next phase is the users’ data analysis. This is a process 

which includes tracking of user, validating user action, retrieval of 

hidden/encrypted data, confirming the transaction date and time 

stamps, etc. The HSA key is used for tracing who handles a 

specific activity on the cloud resource.  This helps to ensure that 

the system confidentiality (unauthorized person not allowed into 

the system), integrity (to ensure data is valid and accurate) and 

availability (time and date stamp testing to verify that the system 

is fast enough during authentication and the resource are readily 

available for use).  

The report evaluation phase assesses the process that takes 

place in the platform. It includes clarifying whether the described 

and evaluated components are indeed important to the kind of data 

held by the user. Also, apart from maintain confidentiality, 

integrity and availability, the HSA key is used for the justification 

of user's record that was retrieved and analyzed.  Information must 

be: 

i.

 

Identical with the retrieved original. 

ii.

 

The encoded value encrypted is always the same. 

iii. The retrieved information is independently checked and 

analyzed. 

iv. If an intruder makes an attempt, a warning message may 

be sent to an approved person. 

Password changes are an important part of this operation, 

and they should be done on a regular basis. The username, old 

password, and new password are all provided, with the old 

password being overwritten. HSA and New image-id are also 

generated and stored. This approach ensures that the SABAC 

system's credibility is maintained. The efficacy of the service's 

accessibility, the evaluation of the user HSA, password 

modification, unauthorized attempt, timestamp, percentage of 

trust level, and similarity are all available for reporting.  The 

device also shows the user status; 0 to indicated unauthorized user 

and 1 to indicate authorized user.  

Database Archive is the last phase. The administrator is 

responsible for the protection and storage of database of the user's 

data, as well as the organization.  For further processing, the HSA 

and other attributes given are stored in the database archive. The 

image is used as one of the major prerequisite attribute needed for 

accessing the database; this is controlled and enforced by 

encryption of the user attributes and HSA information collected. 

The database is useful for traceability in the case of any user 

dispute or if hackers or attackers attempt to unlawfully break into 

the system.  If there is no backup, it means that if a disaster occurs, 

the company's data is lost. This is one of the shortcomings in some 

of the existing cloud platforms. SABAC supports the use of a 

secure backup system that can be used during repairs, downtime, 

or system failures. To ensure the continuous availability of both 

service and resources, this is a primary requirement for using this 

security framework. Figure 2 displays the SABAC Database 

Archive.  

Security metrics (Integrity, Confidentiality, and 

Availability) were used to assess SABAC model to measure its 

efficiency. SABAC model performance is enhanced by the HSA 

algorithm. The integrity, confidentiality, and availability of the 

data on the IaaS platform are guaranteed by this new access 

control model. HSA is a symbolically generated code that 

connects user permission with their attributes, facial appearance 

inclusive. An encrypted code is generated using the MD5 hashing 

algorithm using the specified attributes. Each individual has a 

distinct appearance that defines who they are by nature; this 

characteristic is converted to a 64-bit hexadecimal value. The 

names of the user, image, username and password were combined 

together using message digest to generate one-way encryption 

code for authentication purposes. The MD5 uses 128-bit memory 

with minimum of 512-bit message length for generating the hash 

code. The message length can be smaller than the minimum value 

required, it is padded by adding a 64-bit value to it.  

The Symbolic code is used to create a connection between 

the picture that has already been captured and the face that was 

under monitoring. HSA is used to find out who should have access 

as contained in the access monitoring list and what roles and 

resources they have access to.  For instance, in the SABAC cloud 

security system, the user can possess individual permission right 

to do any of the following on the service platform depend on their 

subscription; right to change, remove, update, and view data.  

The HSA uses the MD-5 encryption algorithm to generate 

the hash-tag code. HSA is a distinctive code that offers a user 

access to cloud platform services. SABAC is differentiated from 

other access control models in literature by its symbolic feature. 

The symbol differentiates one user from another. It's seemingly 

difficult to alter the user's facial image if other details can be 

manipulated.   Shown in Figure 3 is the HSA process flowchart 

diagram. Also, the algorithm for HSA is also shown in Figure 4. 

There are two stages in the HSA process flow mechanism. 

These are login and request to use cloud services. In the first stage, 
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new users are signed up by creating a personal profile. The 

attributes are concatenated and converted to hexadecimal which 

serves as input into MD5 encryption algorithm to generate an HSA 

key. Existing users log-in by providing their username and 

password, and the device conducts confidentiality authentication 

and information validation by face recapturing. The second stage 

is the request for user accessibility to cloud services. The process 

includes: the request to access the database, the system's integrity 

authentication check to assess the user's restriction level, the 

process of face validation, the verification of availability 

authentication, and the face validation.  

The SABAC algorithm is as follows: 
 

 

 

 

 

Begin 

 If ‘Existing User’ 

 Input username 

 Accept password 

 Input HSA 

  If ‘username’ and ‘password’ is valid 

   Capture face 

   Verify face 

  Else 

   Exit 

  End if 

  If face is valid 

   Generate HSA 

   Retrieve user’s attributes 

   Compare user supplied HSA with computed HSA 

  Else 

   Exit 

  End if 

  If HSA is correct 

   Confirm captured face 

   Grant Access 

   Calculate Confidentiality 

   Calculate Integrity 

   Calculate Availability 

  Else 

   Exit  

  Endif 

  While User Is logged in; 

   Capture face at interval 

   Verify face 

   If face is ‘not valid’ 

    Exit 

   Else 

    Continue 

   Endif 

  End While 

 Else 

  Create username and password 

  Capture user facial image 

  Convert image to string 

  Concatenate (username + password + image) 

  Convert code to hexadecimal 

  Apply MD5 encryption 

  Store attribute in database 

  Exit 

Endif 
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Figure 2: SABAC Database Archive. 

Source: Authors, (2021). 

 

 
Figure 3: SABAC Model Flowchart 

Source: Authors, (2021). 
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IV. RESULTS AND DISCUSSIONS 

SABAC performance is evaluated using three security 

metrics: confidentiality, integrity, and availability.  

i. Availability 

This is the number of users authenticated per unit of time 

which is also called throughput. It is determined in this study by 

adding the time required to validate a user and the time required 

to produce HSA.  The number of users divided by the time it takes 

to authenticate each user is the general formula for throughput 

(availability). The formula for throughput can be deduced as 

follows: 

Let P represent the availability performance, T total time 

taken to validate user, and U represent the number of users. 

The throughput is implemented thus; 

 

Throughput 

T
i

U
P

m

i






1

                                     (1) 

where i=1…m 

 

One way to determine the efficiency of SABAC system is 

to look at its throughput. In measuring throughput, the length of 

time the system spent in authenticating each user was recorded. 

This gives an insight to how fast the system attends to users 

request and how many users it can handle per time. 

Table 1, shows the image validation time and 

authentication time for each group of users. It is worth noting that 

image validation time is a subset of the authentication time for 

each user and it determines significantly the time SABAC spends 

on authenticating such user. 

It is observed from Figures 4, that the image validation 

time and authentication time is fairly stable while the number of 

users increased. This makes SABAC to be stable and always 

available to users as the load increases in the cloud. In figures 5, 

it is observed that SABAC becomes rugged and maintains an 

acceptable speed of authentication even as the workload increases. 

In Figure 5, the throughput of SABAC was presented. The 

system become stable as the load increases, for instance, when the 

number of users is 40 and above, the throughput become higher as 

the number of users increase. It is observed that the throughput 

increased by 15,000% to  1,828 users per second between 10 users 

and 100 users. This implies that the system become more efficient 

as higher number of users enter the system. 

In the cloud security system, the system should disallow 

unauthorised person from accessing the resource. The system’s 

precision is determined by the following possibilities: false 

positive, true negative, false negative, and true positive. At all 

levels of access to cloud services, the system should not allow a 

false positive.  

 

Table 1: Availability 

Number 

of Users 

Image 

Validation 

Time (ms) 

Authentication 

time (ms) 

Total Time 

(ms) 

10 1.28 4.19 5.47 

20 1.29 4.33 5.62 

30 1.34 4.41 5.75 

40 1.49 4.52 6.01 

50 1.55 4.59 6.14 

60 1.61 4.7 6.31 

70 1.64 4.76 6.40 

80 1.66 4.81 6.47 

90 1.7 4.87 6.57 

100 1.74 4.91 6.65 

Source: Authors, (2020). 

 

 
Figure 4: Image Validation and Authentication time. 

Source: Authors, (2021). 
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Figure 5: Graph of Availability. 

Source: Authors, (2021). 

 

Integrity of the system is tested by checking the similarity 

value between the symbolic credentials stored in the database and 

the recent symbolic information collected when the user attempted 

accessing the system. If there is no discrepancy in the encrypted 

and the new data, the image is successfully validated. Each 

successful process is rated based on the criteria incorporated into 

the classification algorithm. Parts of the determining factors are the 

pattern of the image, environment and the level of interference in 

the vicinity where the image is captures. 

In Table 2, The similarity threshold for 10 to 100 users are 

92.88236 to 99.9980 respectively. The more the number of users in 

the system the higher the stability and accuracy. 

In Figure 6, the integrity graph, the increase in the similarity 

threshold as more people access the system. The data become 

stable and the system was not interrupted in any way. The flow of 

the graph shows that if the number of users increases at 10 folds, 

there was no case of unauthorized attempt to disrupt the 

functionality of the system. 

Confidentiality is evaluated in this study by the confidence 

level, which is the percentage of confidence the system has in the 

user it authenticates. The confidence thresholds is protected using 

HSA to reconfirm the user privileges to the cloud. SABAC re-

evaluates the confidence level of the user at each access point ser-

vices. The confidence level ranges from 0% to 100%. The higher 

the rating, the greater the confidence SABAC system has in the 

user. This authentication system has a minimum trust level of 95%. 

 

Table 2: Integrity. 

Number of Users Similarity Threshold 

10 92.88236 

20 95.68957 

30 95.9957 

40 98.49678 

50 98.79778 

60 98.8965 

70 99.8750 

80 99.9856 

90 99.98975 

100 99.9980 

Source: Authors, (2020). 

 

 
Figure 6: Graph of Integrity. 

Source: Authors, (2021). 
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Table 3: Confidentiality. 

Number of Users Confidence Level 

10 99.9999 

20 99.9997 

30 99.9997 

40 99.9995 

50 99.9994 

60 99.9994 

70 99.9994 

80 99.9993 

90 99.9993 

100 99.9993 

Source: Authors, (2021). 

 

 
Figure 7: Confidentiality Graph. 

Source: Authors, (2021). 

 

The average confidence level for each group is as presented 

in the Table 3. The presented data shows that the confidence level 

of SABAC ranges between 99.9993 and 99.9999. This implies that 

SABAC confidentiality measure is very high and acceptable. It 

should be observed that as number of users increase, the confi-

dence level tends towards a limit of 99.9990. Figure 7 presents 

graph for confidentiality. 

 

V. CONCLUSIONS 

The value of security cannot be overlooked in cloud 

computing. It is becoming more and more essential for Internet 

applications and services. Cloud computing usage is increasing, 

and it is rapidly becoming main-stream infrastructure. Cloud 

computing's adoption and use come with major security concerns. 

As a result, SABAC was built to fix the security problems that 

come with cloud usage.  For successful cloud protection, the 

developed system was implemented with multifactor attributes 

fortified with image code. As a result, SABAC is an excellent 

solution for using cloud services in a safe environment. The use of 

SABAC as an authentication mechanism would enhance cloud 

resource security and restore confidence in cloud adoption and use. 
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Ornamental plants are a sector that meets the spiritual and visual needs of people, improves 

the physical properties of the space they are used in, and contributes significantly to the 

economy and employment with the added value it creates. Şanlıurfa has an important 

potential for ornamental plants due to its geothermal resource and seasonal characteristics. 

The purpose of this study is to determine the factors that affect the consumption behavior of 

ornamental plant consumers in Şanlıurfa. The material of this research consists of data 

obtained from face-to-face surveys with consumers selected by a simple random sampling 

method in Şanlıurfa, and the surveys were conducted in 2020. Multinomial probit, negative 

binomial regression, and Tobit models were used in the analyzes. According to the results, 

the gender, marital status, income, employment status, and education level of the 

participants were determined as effective factors at different statistical significance levels. 

It was determined that age is not an effective factor. When the income level rises by one 

level, the ornamental plant expenditure increases by 19.93 TL annually, and when the 

education level rises by one level, it increases by 17 TL. The spread of ornamental plant 

cultivation should be encouraged in Şanlıurfa. This study is the first kind on this subject in 

Şanlıurfa. 
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I. INTRODUCTION 

Plants, especially ornamental plants, have been used as a 

source of nutrition, food, healing, social and religious ritual, 

aesthetic, functional, economical, industrial, landscape, decor, 

morale and motivation, together with the history of humanity until 

now  [1]–[21]. Ornamental plants, which are a sub-branch of crop 

production in agricultural activities, differ from other agricultural 

product varieties with their soothing, relaxing, happy, and peaceful 

results that meet the spiritual and visual needs of people instead of 

food needs [15]. The term ornamental plants used in agricultural 

production is an inclusive term and they are collected in four 

subgroups as cut flowers, potted plants, outdoor and indoor 

ornamental plants, and natural flower bulbs, and cut flowers have 

the largest share among ornamental plants in Turkey [16]. 

Ornamental plants and floriculture is a non-essential necessity 

item, has become a commercial sector and an important for 

employment, which is constantly increasing in importance due to 

its contribution to human psychology, satisfying people's 

aspirations for the environment, nature, and natural environment in 

places where industrialization and urbanization are intense [2], [3], 

[5], [17], [22]. In addition to its positive effects on people due to its 

aesthetic properties, ornamental plants have become a globally 

growing sector that softens and improves the physical properties of 

the place, contributes significantly to the economy and 

employment with the added value it creates [3]–[5], [8], [12], [17], 

[19], [21]. 

Şanlıurfa is the most important province in terms of 

agricultural production potential, which is included in the 

Southeastern Anatolia Project (GAP). [23]–[25]. Şanlıurfa has an 

important potential in terms of ornamental plant cultivation due to 

its geothermal resources and seasonal characteristics, and also has 

endemic and geophyte varieties peculiar to the region [4], [19], 
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[21]. Although Turkey has an important potential in terms of 

ornamental plants and floriculture, scientific studies in this field are 

not common enough [1], [3]. The purpose of this study is to 

determine the factors that affect the consumption behavior of 

ornamental plant consumers in Şanlıurfa, Turkey. 

 

II. MATERIALS AND METHODS 

The main material of this research is the data obtained from 

face-to-face surveys with ornamental plant consumers in Şanlıurfa, 

and consumers were determined by a simple random sampling 

method based on voluntary participation. The population of 

Şanlıurfa was 2.12 million people according to the results of the 

address-based population registration system in 2020 [26]. The 

sampling volume of the research was determined as 384 according 

to the table of population sizes and sample volumes according to 

tolerable sampling error [27], [28] with 95% confidence limit and 

5% margin of error. To stay on the safe side, 390 surveys based on 

voluntary participation in the field were conducted in 2020. The 

data obtained from the surveys were transferred to Excel, analyzed 

in SPSS, and interpreted. The average and distribution range of 

numerical data such as age or income of the participants was 

determined by performing frequency analyzes based on the 

research questions. The main analyzes were made by regression 

analysis. Regression analysis is a statistical method used to 

determine the relationship between two or more variables. It is used 

to predict models based on dependent or explained variables, and 

cumulative normal distribution is used in probit analysis [29], [30]. 

Multinomial probit analysis was performed to determine the 

characteristics that distinguish consumers in purchasing 

ornamental plants and flowers. The number of flowers consumers 

received and gave during the year was analyzed by negative 

binomial counting data regression. In the analysis of the 

consumption of ornamental plants and flowers, the Tobit model, 

which is widely used to explain models with limited dependent 

variables, was used. The model is a linear regression model with 

non-negative dependent variables and is based on variables that do 

not take negative values such as price, wage, and expenditure [30], 

[31]. 

 

III. RESULTS AND DISCUSSIONS 

70% of the consumers participating in the research were 

female and 30% were male. The low number of males in the 

number of participants is because the research subject was not very 

interesting by male participants due to the norm culture of the 

research field. Participants were between the ages of 18 and 70, 

with an average age of 28.4 years. 53% of the participants are 

single, 40% are married and 7% are widows or divorced. 41% of 

the participants are university graduates, 34% are high school 

graduates and 25% are secondary school and below. 35% of the 

participants are salaried employees, 7% are self-employed, others 

are non-working, housewives, retired, and students. The monthly 

income of 37% of the participants was between 1501 and 5000 

Turkish Lira (TL), 17% of them have an income of 5001 TL or 

more, and the remaining income was 1500 TL and below (The 

average of 1 USD was 7.01 TL in 2020). The monthly average 

income of the participants was determined as 3415 TL. 

Participants' annual average purchase expenses of ornamental 

plants and flowers are calculated as approximately 126 TL, with a 

minimum of 10 TL and a maximum of 3500 TL. This calculated 

average value corresponds to 3 per thousand of the monthly income 

of the consumers and within the solvency. 55% of the participants 

buy ornamental plants and flowers only on special occasions and 

22% for celebrations. 

The most purchased varieties are indoor ornamental plants, 

bouquets, and arrangements. Most purchases are on mother's day, 

and the appearance and meaning of the variety purchased are the 

most important reasons for selection. In a study conducted in 

Turkey, it was determined that the most flowers were taken on 

Valentine's Day and then on mother's day [3]. The most purchased 

place is flower shops, followed by online purchases. Consumers 

buy flowers on special occasions (Mother's Day, Father's Day, 

Valentine's Day, New Year, etc.), regularly, seasonally, and for 

other reasons (such as birthdays, celebrations, promotions, and 

motivations). While most flowers are bought on special occasions, 

the rate of those who receive flowers regularly is 9%. The 

purchasing frequency of consumers is given in Table 1. 

 

Table 1: Consumers' purchase frequency and distribution of 

ornamental plants and flowers. 
Purchase period Frequency % 

Only on special occasions 213 54,6 

Regularly 35 9,0 

Seasonally 48 12,3 

Other reasons 94 24,1 

Total 390 100,0 

Source: Authors, (2021). 

 

Multinomial probit analysis was performed to determine the 

socio-economic characteristics that distinguish consumers from 

these aspects. In the analysis, the dependent variable is the 

frequency of purchasing ornamental plants and flowers and the 

reference category is other reasons, and the analysis results are 

given in Table 2. 

 

Table 2: Multinomial probit analysis results. 
 

Variables Coefficient 
Standard 

error 
t p 

O
n

ly
 o

n
 s

p
ec

ia
l 

o
cc

as
io

n
s 

Age 0.006217 0.011618 0.54 0.593 

Married 0.24683 0.22422 1.1 0.271 

Female 0.100582 0.226898 0.44 0.658 

Unemployed -0.44574** 0.217892 -2.05 0.041** 

Income -0.21645*** 0.081045 -2.67 0.008*** 

Constant 0.936262** 0.397963 2.35 0.019** 

R
eg

u
la

rl
y

 

Age 0.013395 0.015053 0.89 0.374 

Married 0.052466 0.293036 0.18 0.858 

Female -0.14616 0.288534 -0.51 0.612 

Unemployed -0.6105** 0.306604 -1.99 0.046** 

Income -0.00767 0.10235 -0.07 0.940 

Constant -0.75833 0.514241 -1.47 0.140 

S
ea

so
n

al
ly

 Age 0.015073 0.013095 1.15 0.250 

Married 0.205916 0.265599 0.78 0.438 

Female 0.011336 0.281147 0.04 0.968 

Unemployed 0.098927 0.26596 0.37 0.710 

Income -0.03515 0.097138 -0.36 0.717 

Constant -0.95262 0.48298 -1.97 0.049 

Wald chi-square (15) = 23.59; Log-likelihood = -434.84773; p= 0.0724. 
Shows the statistical level of importance by ** 5%, ***1%. 

Source: Authors, (2021). 

 

In terms of the multinomial probit model estimation results 

in Table 2, according to those who bought flowers for other 

reasons: 

 Employees are more likely to buy flowers "only on special 

occasions". 

 The higher the income, the more likely it is to buy flowers 

"only on special occasions". 

 Employees are more likely to purchase flowers 

“regularly”. 
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The results of marginal effects of the multinomial probit 

model estimation are given in Table 3. 

 

Table 3: Marginal effects of multinomial probit model estimation. 

Variables 
Only on special 

occasions 
Regularly Seasonally 

Other 

reasons 

Age 0.000  0.001  0.002 -0.002 

Married 0.054 -0.014  0.010 -0.050 

Female 0.039 -0.025 -0.004 -0.010 

Unemployed -0.104* -0.050     0.068* 0.086* 

Income -0.063***  0.014   0.013 0.035** 

Shows the statistical level of importance by *10%, **5%.  

Source: Authors, (2021). 

 

According to the marginal effects in Table 3: 

 Employees are 10.4% more likely to buy flowers only on 

special occasions than non-employees. 

 Unemployed are 6.8% more likely to purchase flowers 

seasonally than employees. 

 Those who do not work are 8.6% more likely to buy 

flowers for other reasons than employees. 

 When income increases by one unit, the probability of 

buying flowers only on special occasions decrease by 

6.3%. 

 When income increases by one unit, the probability of 

buying flowers for only other reasons increases by 3.5%. 

 

The number of flowers that consumers receive throughout 

the year has been analyzed by negative binomial counting data 

regression, and the results are shown in Table 4. Alpha testing 

confirms that negative binomial regression should be used instead 

of using Poisson regression. It is observed that the number of 

flowers received by the participant is higher in females than in 

males, less in unemployed than in employees, and more in married 

than unmarried. Age, education level, and income level do not 

affect the number of flowers that the consumer receives. 

 

Table 4: Negative binomial regression estimation results 

(Dependent variable: Number of flowers received). 

Variables Coefficient 
Standard 

error 
t p 

Marginal 

effect 

Age -0.01096 0.006963 -1.57 0.115 -0.0390685 

Education 

Level 
-0.04410 0.054033 -0.82 0.414 -0.1571822 

Income   0.043754 0.053289 0.82 0.412  0.1559676 

Female   0.398642 0.137064 2.91 0.004*** 1.321226 

Unemployed -0.639790 0.131522 -4.86 0.000*** -2.117342 

Married 0.315144 0.129026 2.44 0.015** 1.164704 

_constant 1.488746 0.331726 4.49 0.000***  

/lnalpha 0.048980 0.091881    

alpha 1.050199 0.096494    

LR test of alpha=0; chibar2 (01) = 1133.40; Prob>= chibar2 = 0.000 

Shows the statistically level of importance by ** 5%, ***1%. 

Source: Authors, (2021). 

 

According to the marginal effect values in Table 4: 

 Females receive 0.39 more flowers than males. 

 An employee receives 0.64 fewer flowers than a non-

employee. 

 Married people receive 0.39 more flowers than unmarried 

ones. 

 

The number of flowers given by consumers throughout the 

year has also been analyzed by negative binomial counting data 

regression, and the results are given in Table 5. The alpha test 

concluded that negative binomial regression should be used. The 

number of flowers given is less in females than in males, more in 

those who are married than in those who are not married, and in 

those who are not working, less than in those who work. The 

number of flowers given does not differ in terms of age, education 

level, and income level. 

 

Table 5: Negative binomial regression estimation results 

(Dependent variable: Number of flowers received). 

Variables Coefficient 
Standard 

error 
t p 

Marginal 

effect 

Age -0.008540 0.007475 -1.14 0.253 -0.0085429 

Education 

Level 

0.009947 0.056078 0.18 0.859 0.0099469 

Income 0.082996 0.052858 1.57 0.116 0.0829955 

Female -0.163360 0.134669 -1.21 0.225 -0.1633629 

Unemployed -0.633110 0.136186 -4.65 0.000*** -0.6331074 

Married 0.293222 0.134053 2.19 0.029** 0.2932222 

_constant 1.626030 0.345427 4.71 0.000*** 1.62603 

/lnalpha 0.129022 0.086675 
  

 

alpha 1.137715 0.098611 
  

 

LR test of alpha=0; chibar2(01) = 1485.12;  Prob>= chibar2 = 0.000 

Shows the statistically level of importance by ** 5%, ***1%. 

Source: Authors, (2021). 

 

According to the marginal effect values in Table 5: 

 Females give 0.16 fewer flowers than males. 

 The employee gives 0.63 fewer flowers than the 

unemployed. 

 Married people give 0.29 more flowers than unmarried 

ones. 

 

The Tobit model was used to determine the consumer 

characteristics that determine the annual flower expenditure, and 

the results are given in Table 6. Consumers with zero flower 

spending prevent the linear regression to meet the "neutrality of 

estimators" condition. For this reason, the Tobit model, which is 

suitable for situations where the dependent variable can also take 

the value of 0, is used. 

 

Table 6. Tobit model estimation results (Dependent variable: 

Flower expenditure). 

Variables Coefficient 
Standard 

error 
t p 

Marginal 

effect 

Constant −74.9356 79.6677 −0.9406 0.3469  

Age 1.13181 1.59777 0.70840 0.4787 0.73997 

Income 30.4797*** 11.4958 2.65100 0.0080*** 19.927 

Married 21.1025 31.1717 0.6770 0.4984 13.860 

Female −17.8489 31.1998 −0.5721 0.5673 -12.072 

Unemployed −46.6962 30.5238 −1.530 0.1261 -30.571 

Education 
level 

26.0066** 12.6644 2.0540 0.0400** 17.003 

Sigma 262.343 10.0887    

Constant −74.9356 79.6677 −0.9406 0.3469  

Shows the statistical level of importance by ** 5%, ***1%. 

Source: Authors, (2021). 

 

According to the Tobit model estimation results, as income 

and education level increase, flower expenditure increases. 

According to the marginal impact values, when the income 

category rises by one level, flower expenditure increases by 19.93 
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TL annually and 17 TL when the education category rises by one 

level. 

IV. CONCLUSIONS 

Ornamental plants have started to be among the non-

compulsory but widely preferred needs that people are increasingly 

paying attention to due to reasons such as population growth, 

urbanization, and industrialization. According to the results of the 

research, while the ornamental plants and flowers of the consumers 

participating in the survey were at most 54.6% on special 

occasions, the rate of those who buy them regularly was 9%. 

According to the multinomial probit model estimation results, 

employees' probability of getting flowers “only on special 

occasions” increases (p<5%). The higher the income, the higher the 

probability of getting flowers "only on special occasions" (p<1%). 

Employees are more likely to buy flowers “regularly” (p<5%). In 

terms of marginal effects, employees are 10.4% more likely to buy 

flowers only on special occasions than non-employees. Non-

working people are 6.8% more likely to purchase flowers 

seasonally than employees, and 8.6% more likely to purchase 

flowers for other reasons. When income increases by one unit, the 

probability of purchasing flowers only on special occasions 

decrease by 6.3%, while the probability of purchasing flowers 

increases by 3.5% for other reasons. It is seen that the number of 

receive flowers is higher in women than in men (p<5%), less in 

non-working than in employees (p<1%), and more in married than 

in unmarried (p<5%). Age, education level, and income level do 

not affect the number of flowers received (p>10%). According to 

the marginal effect values, women received 0.39 more flowers than 

men, 0.64 fewer than non-employed, and 0.39 more flowers than 

unmarried women. The number of flowers given is less in women 

than in men, more in those who are married than in those who are 

not married, and in those who are not working, less than in those 

who work. The number of flowers given does not differ in terms of 

age, education level, and income level (p>10%). According to the 

marginal effect values, females give 0.16 more flowers than males, 

employees 0.63 less than unemployed and married ones give 0.29 

more flowers than unmarried ones. According to the model 

estimation results of ornamental plant and flower expenditures, as 

income and education level increase, flower expenditure increases. 

According to the marginal impact values, when the income level 

rises by one level, flower expenditure increases by 19.93 TL 

annually and 17 TL when the education level rises by one level. 

Şanlıurfa has an important potential for growing ornamental 

plants due to its endemic and geophyte varieties and seasonal 

characteristics. The widespread use of ornamental plant cultivation 

in Şanlıurfa should be encouraged due to the foresight that the 

prices will decrease with the widespread production and therefore 

the consumption amount will increase among consumers. This 

study is the first study on this subject in Şanlıurfa. This study was 

derived from the master's thesis entitled “Determination of 

Ornamental Plants Potential: The Case of Şanlıurfa Province” 

completed by the second author under the supervision of the 

corresponding author. 
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Total Productive Maintenance (TPM) is a worldwide maintenance program for plant 

equipment and machinery. It is a proactive maintenance that optimizes Overall Equipment 

Effectiveness (OEE) to get rid of the six (6) big losses. The research was inspired by 

observations made over a six (6) months period at Company X, a Small and Medium 

Enterprise (SME). Observations made were that the SME produced a lot of defective items, 

some requiring reworks, the SME had poor maintenance plans, poor relationship between 

departments, resulting in low morale of workers, frequent breakdowns of machines, as well 

as low production rate. The main objective of the research was to design a framework that 

would identify and address the aforementioned problems, resulting in an optimized OEE 

rate. The research data was obtained through various methodologies, including observation, 

questionnaire as well as interviews among the company employees - technicians, operators, 

and maintenance engineers. The data was analysed using Microsoft excel performance 

dashboards as well as TPM templates. Based on the findings, a framework was designed 

and developed that sought to address the aforementioned problems at the company. The 

study improved the OEE of machines and processes through the implementation of TPM 

approach at Company X. 
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I. INTRODUCTION 

Many SMEs and other established companies experience a 

lot of scrap due to machine failure or equipment breakdowns and 

frequent production stops which affects productivity. Frequent 

breakdown or slow running of equipment and machines could be 

reduced by the use of Total Productive Maintenance (TPM) 

philosophy. Case study Company X, a Small and Medium 

Enterprise (SME) in the manufacturing sector has been faced with 

producing a lot of defective items, poor maintenance plans, poor 

relationship between departments, frequent breakdown of 

machines, as well as low production rate.  

The research intends to develop a framework for TPM 

implementation in the SME manufacturing sector, focusing on 

Company X. Other interventions involve creating a working 

environment that is clean and well-organized using the 7S 

approach, as well as evaluating OEE factors on the TPM tool 

recommended for the company. The research achieves its purpose 

by focusing on improving maintenance methods and reducing 

setup times, job changeovers, downtimes, scraps as well as waste. 

These operations are sectioned by the quality and maintenance 

departments of the company. 

The TPM approach operates according to the thinking that 

anybody in a facility has to take part in maintenance alternatively, 

than just the maintenance team. TPM is defined as a methodology 

created with the aim of increasing production efficiency by 

implementing efficient equipment maintenance, having a 

methodical nature of implementation (TPM pillars), which 

promotes the involvement of all employees as a way to increase 

their sustainability and effectiveness [1], [2]. TPM implementation 

is a change management process and its goal is to improve core 

business processes. Among things emphasised by TPM are 

proactive and preventative protection in order to maximize the 

operational affectivity of equipment. TPM puts emphasis on 

empowering operators to assist preserve their equipment.  

Proper and regular maintenance of production equipment 

and machines results in high operational efficiency of equipment 

(fewer breakdowns, few production stoppages, few defects, and 

http://orcid.org/0000-0002-1970-2171
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zero accidents), hence increased production [3]. Productivity in 

manufacturing is very important as it measures how efficiently 

production inputs such as labour and capital are being used in an 

organisation to produce a certain level of output. Productivity 

increase is a target for many manufacturing firms because as it 

increases it allows the firm to make more products without 

increasing the costs. This helps manufacturing firms to benefit 

from economies of scale. Almost all industrial manufacturing 

processes are carried out with the useful resource of machines, as 

a result of which each production-oriented company is mostly 

structured on its machinery.  

Maintenance downtime is included in manufacturing 

scheduling, and in many cases, turns into a critical part of the 

manufacturing process [4]. TPM assigns the responsibility for 

preventive and routine maintenance to the same humans who 

operate that character equipment. The result is that the human 

beings most familiar with the specific machines are put in charge 

of the machine’s care. TPM is constructed on the 5S foundation, 

which creates high-quality administrative centre company and 

standardized methods to enhance safety, quality, productivity and 

employee attitudes.  

 

II. LITERATURE REVIEW 

II.1 TOTAL PRODUCTIVE MAINTENANCE (TPM) 

TPM is a broad maintenance program which includes an 

idea for keeping up plant and equipment. A typical TPM program 

in an organisation expands employee morale and employment 

fulfilment, thus bringing maintenance at the center as a vital and 

indispensably critical part of the business. TPM implementation 

methodology follows a prescriptive process in which the steps that 

companies must follow to implement the process and achieve 

intended benefits are detailed [5]. Organisations ultimately achieve 

sustainable and profitable growth in the long term by monitoring 

three – Availability, Performance, and Quality. These three key 

parameters are a direct contribution from each machine of the 

overall production system and the efficiency of the operators 

responsible for the machines [6]. Keeping a health check on the 

three parameters lead to optimal levels for productive plant 

efficiency.  

TPM strategy help improve the competitiveness and 

economic benefits of a manufacturing or service organization [7].  

According to [8], a program to turn the staff into TPM workers 

under the slogan “My machine my responsibility, I receive well, I 

deliver well” increased the production standards on average of 5%. 

There is shared accountability for tools that encourage higher 

involvement by plant floor workers when TPM is implemented. 

TPM philosophy closely resembles another popular 

Japanese philosophy, Total Quality Management (TQM). The two 

programs share many common tools such as employee 

empowerment, benchmarking, documentation, etc, for implement 

and optimization [9]. Some similarities between the two programs 

are stated below: 

1. Upper level management should show total commitment 

to the program in both TPM and TQM 

2. Employees must be empowered to initiate corrective 

action, and 

3. TPM and TQM require a long range outlook as the 

programs may take a year or more to implement and are 

an on-going process. Change management is required as 

well. 

Notable differences between TQM and TPM are 

summarized in Table 1 below. 

Table 1: Differences between TQM and TPM. 

Category TQM TPM 

Goal 
Quality (Output and 

effects) 

Equipment (Input and 

cause) 

Means of 

attainment 

Systematize the 

management. It is 

software oriented 

Employees 

participation and it is 

hardware oriented 

Target Quality for PPM 
Elimination of losses 

and wastes. 

Source: Authors, (2021). 

 

Overall TPM objectives include:  

 Maintain an accident free environment,  

 Increasing the operator involvement,  

 Maximizing the Reliability of machine,  

 Improving the Quality and Reduce cost,  

 Focus on Maintainability engineering,  

 Improving trouble solving via team, 

 Upgrading every operator, 

 Motivating the operator,  

 Increasing the OEE.  

 

The term PQCDSM is used to denote TPM performance 

indicators. These are known as productivity (P), quality (Q), cost 

(C), delivery (D), safety (S) and morale (M) [10]. Specific targets 

for the key performance indicators (KPIs) [11] are provided in 

Table 2. 

Table 2: TPM key performance indicator targets. 

KPI Target(s) 

P – Productivity 

80% minimum  OPE (Overall 

Performance Efficiency). 

 

90% OEE (Overall Equipment 

Effectiveness ) 

Q – Quality 

90% reduction in process defect rate. 

 

75% reduction in customer returns/claims. 

C – Cost 30% production costs reduction.  

D – Delivery 
50% reduction in finished goods and 

Work in Progress (WIP). 

S – Safety 

Zero shutdown accidents.  

Zero pollution incidents.  

Zero accident environment 

M – Morale 

5 to 10 times up employee improvement 

suggestions.  

Develop Multi-skilled and flexible 

workers. 

Source: Authors, (2021). 

 

II.I1 ORGANIZATION STRUCTURE FOR TPM 

IMPLEMENTATION 

The procedure for introducing TPM in an organization 

undergoes through four major stages – Stage A: Preparatory Stage, 

Stage B: Introduction Stage, Stage C: Implementation, and Stage 

D: Institutionalisation [12]. OEE implementation starts with 

management awareness of total productive manufacturing and their 

commitment to focus the factory work force on training in 

teamwork and cross-functional equipment problem solving. 

Details of each stage are given below [12]. 
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STEP A - PREPARATORY STAGE: 

STEP 1 - Announcement by Management to all about TPM 

introduction in the organization: 

Proper understanding, commitment and active involvement 

of the top management is needed for this step. Senior management 

should have awareness programmes, after which announcement is 

made to all. The awareness is done through in-house publications, 

announcements, and display on notice boards. 

 

STEP 2 - Initial education and propaganda for TPM: 

Training is to be done based on the need. Some individuals 

need intensive training and some just an awareness. Take TPM 

mainline personnel to places where TPM is already successfully 

implemented. 

 

STEP 3 - Setting up TPM and departmental committees: 

Committees should cater for TPM pillars and related needs. 

 

STEP 4 - Establishing the TPM working system and target: 

Each area is benchmarked and targets for achievement set 

up. 

 

STEP 5 - A master plan for institutionalizing: 

Next step is implementation leading to institutionalizing 

wherein TPM becomes an organizational culture. Achieving PM 

award is the proof of reaching a satisfactory level. 

STEP B - INTRODUCTION STAGE 

This is a ceremony and all should be invited. Suppliers 

should be made aware of the demand for quality from them. 

Related companies and affiliated companies who are potential 

customers are also invited. Some may learn from the new TPM 

certified company and some can help achieve more. Customers 

receive the communication that their supplier cares for quality 

output. 

 

STAGE C - IMPLEMENTATION 

In this stage eight activities are carried which are called 

eight pillars in the development of TPM activity. 

Of these four activities are for establishing the system for 

production efficiency, one for initial control system of new 

products and equipment, one for improving the efficiency of 

administration and are for control of safety, sanitation as working 

environment. 

 

STAGE D - INSTITUTIONALISING STAGE 

By all the activities one would has reached maturity stage. 

Now is the time for applying for PM award. The company should 

also think of challenging levels to which TPM movement can be 

taken. Figure 1 shows the plant-wide TPM structure. 

 

 

 
Figure 1: TPM company-wide structure. 

Source: Author redrawn from [13]. 

 

II.1I 8 PILLARS OF TPM 

TPM includes eight supporting activities that are centred on 

proactive and preventative techniques for enhancing plant and 

equipment reliability. These supporting activities are listed below 

[14]:  

➢ Autonomous Maintenance  

➢ Process and Machine Improvement.  

➢ Preventative Maintenance  

➢ Early Management of New Equipment  

➢ Process Quality Management  

➢ Administrative Work  

➢ Education and Training  

➢ Safety and Sustained Success  

 

Figure 2 illustrates the TPM house built on the 5S 

foundation and supported by 8 pillars. 
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Figure 2: Eight pillars of TPM implementation (suggested by JIPM). 

Source: [13]. 

 

II.1II 7 S 

5S is the foundation of TPM.  An organisation establishing 

a TPM program will center its attention on establishing the 5S basis 

and creating an autonomous maintenance plan [15]. The 5s system 

derives its name from the five Japanese words which define the 

process: seiri, seiton, seiso, seiketsu and shitsuke. The English 

translation is: sort, set in order, shine, standardize and sustain. 

Organization, cleanliness and standardization are the guiding 

principles behind the 5S system. This results in overall workplace 

cleanliness, created by removing waste from the work area, 

promoting internal organization and enhancement of visual 

communication. Later the 5S methodology was then developed to 

include the “Safety” aspect and it was called 6S. Recently another 

S (Spirit/Support) was added to the 6S framework and this formed 

the latest 7S methodology. The 7th S, Spirit/Support, seeks to 

enhance team consistent cohesion, motivation, and cooperation 

from top down and up top in the Organizational hierarchy [16], 

[17]. Table 3 below shows the 7S methodology words and 

meaning. 

 

Table 3: 7S Word and Definitions. 

7S Word Meaning 

SORT Dispose all useless and waste 

materials from the workplace 

SET IN ORDER Put everything in the appropriate 

places for quick access. 

SHINE Make sure that the workplace is clean 

and tidy at all times. 

STANDARDISATION Make a habit out of keeping order in 

the workplace at all times. 

SUSTAIN Practice 6S daily without ceasing. 

SAFETY Use all appropriate safety equipment 

and adhere to all safety requirements. 

SPIRIT/SUPPORT 

Willingness to cooperate as part of a 

team. An additional piece to make 

explicit the reliance on the people 

factor and the need to continually 

keep it in mind as other steps are 

undertaken. 

Source: Authors, (2021). 

The main objective of the 7S system is to grow the value 

added to each worker. To grow the added value, manufacturers 

must create ordered and well adjusted production lines based on 

the principles of the 7S’s: organization and order. A way to 

improve precision for the entire production and maintenance work 

in the factory is to give people an extremely organized work 

environment where a big part of their work is controlled visually. 

The visual workplace is an ideal one with no defects and no 

anomalies. The first step in creating a visual workplace is the 7S 

organization.  

 

II.1V OVERALL EQUIPMENT EFFECTIVENESS (OEE) 

AND SIX BIG LOSSES 

OEE (Overall Equipment Effectiveness) is a metric that is 

at the core for measuring manufacturing productivity in TPM [18], 

[19]. It identifies the percentage of planned manufacturing time 

that is used for actual production. OEE was developed to help TPM 

programs accurately track productive and strive to attain “perfect 

production”. An achievement of 100% OEE rating means an 

organisation is achieving 100% Quality (produces good parts 

only), 100% Performance (Quickest rate), and 100% Availability 

(Plants runs non-stop). This means it’s almost unrealistic to achieve 

100% OEE. TPM has the standards of 90% Availability, 95% 

Performance efficiency, and 99% Quality rate [20]. The overall 

goal of TPM is to raise the OEE measure, with 85% being the world 

class measure. 

There are six equipment losses identified within TPM that 

are used to calculate your OEE [21], [22]:  

Availability  

 Unplanned stops.  

 Setup and Adjustments.  

 

Performance  

 Small stops.  

 Slow running.  

 

Quality  

 Defects.  

 Reduced yield.  
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These losses must be routinely observed, studied, 

computed, and analysed graphically so that the organisation can 

understand and monitor OEE. Employees must be trained so that 

they acquire ability to identify and prioritize losses, through 

practical sessions involving seven steps [23]. In order to effect 

continuous improvement, an organisation must compare the 

expected and current OEE measures. This picture will give the 

organisation the drive to improve its maintenance policy. OEE 

consists of three underlying components, each of which maps to 

one of the TPM dreams set out at the start of this topic, and every 

of which takes into account a distinctive kind of productivity loss 

[12]. 

 

 
Figure 4: Calculation of OEE based on six major production. losses. 

Source: [13] and [24]. 

 

OEE is calculated by obtaining the product of availability 

of the equipment, performance efficiency of the process and rate of 

quality products [25-27], [29]. The OEE calculation process is 

depicted in Figure 4 and also summarised below: 

 

OEE=Availability (A)×Performance efficiency(P)×Rate of quality 

(Q);         (1) 

 

 Availability refers to the ratio of loading time minus 

downtime and loading time. Performance refers to the ratio of 

processed amount times theoretical cycle time and operating time.  

 

Quality refers to the ratio of processed amount minus 

defect amount and processed amount. The calculations of 

Availability, Performance and Quality are as follows: 

 

Availability (A) = [(Loading time-Downtime) ÷ Loading time] × 

100,       (2) 

 

Loading time refers to the running time after the removal 

of planned activities that affect production [30]. 

 

Performance efficiency (P) = [Processed amount ÷ (Operating 

time ÷ Theoretical cycle time)] × 100,    (3) 

 

 Theoretical cycle time refers to the shortest cycle time that 

can be achieved under optimal conditions [30]. 

 

Rate of quality (Q) = [(Processed amount-Defect amount) ÷ 

Processed amount] ×100     (4) 

 

III. MATERIALS AND METHODS 

II.1 METHODOLOGY 

The study uses field research through data collection over a 

horizon of 6 months in which the information is condensed in data 

tables. An SME in automotive manufacturing is used as a case 

study for the quantitative research approach as an initiative to 

innovate their processes and research new technologies that help 

increase their productivity. 

An open-ended questionnaire was used for data acquisition 

inside the firm along with a series of interviews, observations on 

the production process, and monitoring the machines or equipment. 

The interview process was done by asking directly to the related 

stakeholders at the company. The questions used in the 

questionnaire and interviews were based on knowledge of lean 

manufacturing principles, production time per unit, bottleneck 

activity, steps to distribute load at bottleneck, automation level, 
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quality control measure in the firm, industry layout, machine 

downtime, repair time, maintenance policy, etc.  

Follow up questions were asked further which were strictly 

based upon the responses of the participants. Based on these 

responses conclusions were drawn through current OEE 

performance of the SME. By analyzing the current OEE 

performance and maintenance practices, the state of the firm was 

determined and then studies were conducted for the 

implementation of the TPM concept through an appropriate model 

for SMEs. Secondary data were obtained through a company audit 

so as extract historical data for the firm, such as downtime, the 

amount of production, the number of defects, non-productive time, 

the amount of damage to the machine, the standard repair time, 

product prices, component costs, and labor costs. 

Calculations begin by finding OEE values comprising of 

three factors - availability, performance, and quality values. The 

three values are compared with world-class standard values to see 

the most significant factor. The next step is calculations for the six 

big losses to find out the big mistakes that impact on availability, 

performance, and quality.  

Evaluation of TMP strategies and general maintenance 

policy for the SME was carried out in order to overcome the 

problem of low OEE values that did match with world-class 

standards. The overall research methodology used in the study is 

shown in Figure 5.  

 

 
Figure 5: Research methodology. 

Source: Authors, (2021). 

III.I1 COMPANY PROFILE 

The case study company is an SME automotive parts 

manufacturing company. The company has a fixed production 

irrespective of market demand. The data collected is tabulated in 

Table 4 below. 
 

Table 4: Production line profile. 

Psudo Company Name Company X 

Age of the company 16 years 

Number of employees 36 

Number of processes 11 

Planned production time 
570 minutes per day (inclusive of 

breaks) 

Run time (Available 

production time) 

500 minutes per day (excludes 

breaks) 

Lead time 10 days 

Ideal cycle time 1.5 

5S foundation Implemented 

Scheduled maintenance 60 minutes duration 

Source: Authors, (2021). 
 

II.1II PROBLEMS IDENTIFIED 

Based on the methodology used, the problems which led to 

various types of wastes in the company were identified and listed 

below: 

1. Excess inventory - raw materials, work-in-process, finished 

goods, 

2. Improper management of inventory and tools, 

3. Industry works on push system, 

4. Delay in the shipment of the orders, 

5. Low level of automation, 

6. Outdated machinery increases the level of pollution in the 

firm’s environment, 

7. Machinery is outfitted for product (consumes too much energy, 

huge and bulky), 

8. Frequent breakdowns of machines, 

9. Unbalanced production line, 

10. Low production rate, 

11. No proper movement of the workers and goods, 

12. Improper utilization of floor space, 

13. Loading and unloading of raw material and finished goods is a 

slow process due to space constraint, 

14. Lack of commitment from top management, 

15. Work attitude from middle management, which is supervisors 

etc. 

16. Lack of dedication by shopfloor workers, 

17. Poor relationship between departments, resulting in low morale 

of workers, 

18. Safety measures are inadequate. 
 

IV. ANALYSIS OF DATA AND IDENTIFIED SOLUTIONS 

IV.1 OEE CALCULATION 

Table 5 represents a seven days sample data set used to 

calculate Availability, Performance Efficiency and Rate of Quality 

values for the company. the average availability value of 82.56% 

with values ranging from 65.22%-87.35%. The average 

performance value is 90.83%, ranging from 65.22%-87.35%, and 

the average quality value is 95.04%, ranging between 91.15%-

97.67%. Table 6 shows availability, performance, quality, and 

OEE values over the six months period between March – August 

2019. 
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Table 5: TPM Dataset over seven days. 

Item D1 D2 D3 D4 D5 D6 D7 

Shift (min) 570 570 570 570 570 570 570 

Breaks 
T(20) 

L(50) 

T(20) 

L(50) 

T(20) 

L(50) 

T(20) 

L(50) 

T(20) 

L(50) 

T(20) 

L(50) 

T(20) 

L(50) 

Planned production time 500 500 500 500 500 500 500 

Downtime 35 30 40 36 40 35 45 

Run time 465 470 460 464 460 465 455 

Ideal cycle time 1.5 1.5 1.5 1.5 1.5 1.5 1.5 

Total count 450 490 450 400 420 400 400 

Rejects count 16 20 13 10 9 10 7 

Good count 434 470 437 390 411 390 393 

Source: Authors, (2021). 
 

Table 6: Availability, Performance Efficiency, Quality Rate and 

OEE values over six moths. 

Month 
Availability 

(A) 

Performance 

Efficiency 

(P) 

Quality 

Rate 

(Q) 

OEE 

March 81.32 75.33 96.56 59.15 

April 77.54 70.56 90.23 49.37 

May 63.33 68.89 86.65 37.80 

June 87.43 80.12 83.78 58.69 

July 74.61 69.87 91.32 47.61 

August 70.73 73.43 84.77 44.03 

Average 75.83 73.03 88.89 49.44 

World 

class 
>=90 >=95 >=99 >=85 

Source: Authors, (2021). 
 

The company performance shows relatively low values 

against the world class standards. This is caused by equipment 

failures, idling, minor stoppages, and reduced yield.  It can be seen 

that the OEE value is far below the world-class standard. Figure 6 

shows the graph comparing actual compny performance against the 

world class performance metrics. Corresponding six big losses will 

help to expose the ultimate causes of low company performance. 
 

 
Figure 6: Actual company performance vs World Class 

performance. 

Source: Authors, (2021). 
 

IV.1 6 BIG LOSSES CALCULATION 

The next effort after calculating OEE is to identify six big 

losses factors. The factors are grouped into Avilability (A), 

Performance Efficiency (P), and Quality (Q). The data obtained 

from the company is shown on a graph in Figure 7. The graph 

shows that unplanned stops contribute the largest loss factor of 

19.61%. This heavily impacts on plant and equipment availability. 

This indicates that the company needs a sound maintenance 

strategy in order to boost availability. 
 

 
Figure 7: Six big losses. 

Source: Authors, (2021). 
 

IV.1 TPM IMPLEMENTATION FRAMEWORK 

Based on various claims from literature, TPM has strong 

stern effects in manufacturing performance. Some case studies 

have proved that successfully implementing TPM brings out 

invaluable impacts to the overall performance of the organization 

or a company. TPM has shown significant improvements of the 

ranges 30-40% improvement in Overall Equipment Effectiveness, 

a 45% improvement in manufacturing output, 55-75% reduction in 

accidents as well as 70-80% reduction in defects & rework, 15% 

reduction in power costs as well as 75% reduction in breakdowns, 

downtimes [31-33]. 

Considering the above benefits, TPM was proposed as a tool 

for improving OEE and associated metrics for the case study 

company. A ladder model approach is proposed as a suitable 

framework for the company as illustrated in Figure 8.  
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Figure 8: TPM framework. 

Source: Authors, (2021). 
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V. CONCLUSIONS 

Overall Equipment Effectiveness (OEE) value for the case 

study firm was 49.44% over the six months period of observation. 

Values for availability, performance, and quality over the same 

period are 75.83%, 73.03%, and 88.89% respectively. All the 

metrics rank well below the world class standards. The company 

did not have TPM in place at the time of performance 

measurement. Further analysis of the six big losses revealed that 

unplanned stops constituted the highest loss factor of 19.61%, 

followed by small stops (16.21%), slow running (10.82%), reduced 

yield (6.87%), setup & adjustments (5.38%), and defects (3.67%). 

Since the biggest loss contributor affected plant availability, an 

efficient maintenance strategy is being recommended. We propose 

a ladder model TPM framework suitable for the manufacturing 

based case study company. The framework emphasize top 

management approach, company-wide education of TPM 

philosophy, prioritization of specific plant equipment,and starting 

points. Performance is monitored using TPM data capturing forms 

and computing contributing performance metrics. Comparison 

against world class performance is emphasised so as to gain drive 

for improvement. 7S and 8 pillars are recommended bases for 

company-wide TPM enhancement. The whole framework views 

TPM strategy as a tool for continuous improvement, hence the last 

stage is prescribed as a ‘start over’ phase. The framework helps the 

company to expand the TPM program across all the processes, as 

well as stive for world class performance. 
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This article presents a study to monitor the power quality supplied by a power distribution 

concessionaire operating in the State of Rio de Janeiro, Brazil. Three electric power 

transformers of the same nominal power installed from a Brazilian company were selected 

as case studies. The data were collected and analyzed to evaluate the power quality 

according to the formulation regulated by the Electricity Distribution Procedures in the 

National Electric System - PRODIST, which is the Brazilian legislation in force for the 

energy distributors. The experiment consists of checking the supply voltage, the power 

factor, harmonic distortion, voltage unbalance, and frequency variation. Two of the three 

transformers analyzed showed a failure in the power quality supplied in the frequency 

variation indicator and all transformers failed in the Power Factor indicator. Thus, this 

research verifies the importance of monitoring power quality parameters to ensure that the 

energy obtained by consumers has sufficient characteristics for the proper functioning of 

electrical equipment. 
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I. INTRODUCTION 

It is well known that the focus on power quality (PQ) is 

partly attributable to the fact that the electricity sector is being 

reformulated for the consumer market. Consumers are more 

demanding and the main product purchased is electricity. 

Consumers prefer to achieve energy with sufficient quality 

parameters at the lowest possible cost. In this case, both regulatory 

agencies, such as ANEEL in Brazil, as well as the market itself, 

encourage electric system operators to provide information on 

operating conditions or to provide details about events that have 

occurred and that have affected consumers [1].  

“Power quality” is a term that has different meanings. From 

the customer's point of view, a PQ problem can be defined as any 

power condition that causes the equipment to malfunction or 

becomes unusable. From the concessionaire's point of view, PQ 

problems can be seen as non-compliance with several pre-

established standards [2]. 

Still, in the understanding of PQ, the Institute of Electronics 

and Electronics Engineers (IEEE) defines power quality as "the 

concept of providing energy and adequate grounding for sensitive 

electronic equipment". Electrical equipment is significantly 

affected by PQ and can be severely affected if electrical energy is 

outside the standards [3]. 

Research shows that there are expenses associated with the 

loss of PQ. For more than a decade, the costs associated with 

disrupting manufacturing processes in the United States have been 

estimated at approximately $ 10 billion. At the same time, in 

Europe, the estimated cost associated with various interferences 

reaches around 1.5% of Gross Domestic Product (GDP) [1]. 

Still in this context, Petr et al. [4], presented an article to 

help engineers choose the best solution to improve the quality of 

energy in a specific energy network at the distribution level. The 

article also presents the characteristics of an active shunt harmonic 

compensator, which is a very modern PQ controller that can be 

used in several cases, or in combination with other controllers.  

http://orcid.org/0000-0002-8484-271X
http://orcid.org/0000-0001-8284-8600
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When searching the literature for works related to 

distribution transformers aimed at PQ, research such as Brida Neto 

[5] is found that sought to evaluate the loss of electrical energy 

through the conversion of medium and low voltage due to the 

insufficient size of the distribution transformer. 

In the planning aspect of the power distributor, there is 

research that finds that the economic management of distribution 

transformers contributes to the economic planning of power 

utilities as they are abundant in electrical systems [6]. 

There are more specific researches, which are important for 

the knowledge of the study of transformers as is the case presented 

by Gonen [7]. In this work, it is possible to understand several 

issues, such as the applicability and characteristics of transformers, 

PQ, and smart grid concepts with the use of transformers. 

Following this research plan, the present work aims to 

analyze the data collected for three transforming units of the same 

nominal power that differ by the characteristics of loading in the 

aspect of non-technical losses (NTL) and named as TR1, TR2, and 

TR3. This research analyzes performed and check the supply 

voltage, the power factor, harmonic distortion, voltage unbalance, 

voltage fluctuation, frequency variation, and short-term voltage 

variation.  

The characteristics of these transformers are: 

TR1 – Transformer with a less incidence of NTL (<10%). 

TR2 - Transformer with a high incidence of NTL (> 30%). 

TR3 - Transformer with an average incidence of NTL 

(Between 10% and 30%). 

To evaluate de PQ index PRODIST parameters - Module 8 

will be established in its 10 reviews, approved by the National 

Electric Energy Agency (ANEEL) [8]. 

In research carried out in academic databases, it is noticed 

that Brazil has a good contribution to this theme. The researched 

documents include Papers, Articles, Letters, Reviews, and 

Proceedings Paper published between the years 2015 and 2020. 

The research was carried out based on the keyword 

"Energy". The result of this initial research placed Brazil in the 15th 

position in the ranking of the countries that most publications on 

the subject. Brazilians are responsible for 2.524% of publications, 

thus confirming the concern and interest that this topic arouses 

among Brazilian researchers. 

Then, the word "quality" was added to the search field and 

the previous settings were repeated. Thus, Brazil rose to the 

eleventh position, and the percentage of documents published to 

the world increased slightly. This became 3.582%. 

Thus, it is hoped that the research presented in this text can 

contribute to Brazilian research and add to other international 

works related to the PQ issue in distribution systems since this 

problem is common to all. 

 

II. THEORETICAL BASIS 

II.1 SUPPLY VOLTAGE 

According to Rocha [9], the steady-state voltage is assessed 

by obtaining two performance indicators: the relative transit time 

index (DRP) of the unstable voltage and the relative transit time 

index (DRC) of the critical voltage, where nlp and nlc indicate the 

maximum value between the phases of the number of 

measurements within the stable and critical range.  

 

DPR  =  
𝑛𝑝𝑙

1008
 x 100%                           (1) 

 

DPC = 
𝑛𝑝𝑐

1008
 x 100%                            (2) 

Santiago [10] highlighted the importance of analyzing 

voltage permanently. His research details a strategy for voltage 

control that involves nonlinear programming. Such research 

contributed to the stress profiles in the steady state, of his 

experiment, to be within the parameters allowed by PRODIST. 

 

II.2 POWER FACTOR 

According to PRODIST - Module 8 in its revision 10, the 

value of the power factor (PF) must be calculated according to the 

registered active and reactive power (P, Q) or the corresponding 

energy (EA, ER) using (3) and (4) [8]. 

 

FP =  
𝑃

√𝑃2+𝑄²) 
                                     (3) 

 

Or 

 

FP =  
𝐸𝐴

√𝐸𝐴²+𝐸𝑅²) 
                                  (4) 

 

The reference values are: for the consumer unit or 

connection between distributors with a voltage lower than 230 kV, 

the PF at the connection point must be between 0.92 and 1.00 

inductive or 1.00 and 0.92 capacitive, according to current 

regulations. 

Knowledge of the PF is so important that distributors punish 

customers who demand high reactive power. This happens because 

the companies that make up the electric sector need to make greater 

investments in power generation equipment, expanding the 

capacity of the transmission and distribution lines, and 

transformers for transmission and conversion of reactive power. 

The voltage will affect the stability of the network [11]. 

 

II.3 HARMONIC DISTORTION FACTOR 

According to PRODIST, harmonic distortion is a 

phenomenon related to the deformation of voltage and current 

waveforms concerning the sine wave of the fundamental 

frequency. The limits must be included between the intervals in 

Table 1. 

 

Table 1: Limits of harmonic distortions (in % of the fundamental 

voltage). 

Indicator 
Nominal Voltage (kV) 

Vn≤1.0  1.0<Vn<69 69≤Vn<230 

DTT95% 10.00% 8.20% 5.00% 

DTTp95% 2.50% 2.00% 1.00% 

DTTi95% 7.50% 6.00% 4.00% 

DTT395% 6.50% 5.00% 3.00% 

Source: [8] 

 

Harmonic distortion is a phenomenon related to the 

deformation of voltage and current waveforms concerning the 

fundamental sinusoidal frequency wave [8]. 

In this case, in the context of the PQ, phenomena related to 

harmonic distortion have been emphasized in recent years. Some 

of the main effects of voltage and current waveform distortion are 

heating equipment, reduced component life, overvoltage, reduced 

energy supplied by the equipment, malfunction of various 

equipment, impact on the PF, and interference telecommunications 

lines [12]. 
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II.4 UNBALANCE MAGNITUDE OF SUPPLY VOLTAGE 

Voltage unbalance is an indicator of PQ that has been 

extensively explored in research. [12] used this parameter to 

practically analyze some PQ disorders in a given power supply in 

the power distribution network. 

According to [9] voltage unbalance is a disturbance related 

to the lack of quality in the supply of electricity and this unbalance 

can be caused mainly by the uneven distribution of single-phase 

loads in the system (such as electric arc furnaces and welding 

machines) and defects in equipment applied in the distribution, for 

example, fuse blown in the phase of the three-phase capacitor bank. 

According to the Energy Distribution Program in the 

National Electric System (PRODIST), the following definition 

exists: “Voltage unbalance is a phenomenon that is characterized 

by any difference in amplitude between the three-phase voltages of 

a given three-phase system and/or 120º. The electrical difference 

between the phase voltages of the same system. 

PRODIST - Module 8 in its revision 10 defines the 

unbalance factor as the relationship between the negative sequence 

voltage module and the positive sequence voltage module [8]. 

 

FD% = 
𝑉−

𝑉+
100%                                 (5) 

 

where: 

V- = Negative sequence voltage module. 

V+ = Positive sequence voltage module. 

FD% = unbalance factor. 

However, since most measuring devices are limited in 

obtaining the voltage angle, (6) and (7) can also be used: 

 

FD% = 100 √
1− √3−6𝛽2  

1+ √3−6𝛽2

2
                            (6) 

Being: 

 

β = 
𝑉𝑎𝑏

     4+  𝑉𝑏𝑐
    4+  𝑉𝑐𝑎

    4

(𝑉𝑎𝑏
    2+  𝑉𝑏𝑐

    2+  𝑉𝑐𝑎
    2)²

                              (7) 

 

Where 𝑉𝑎𝑏
  , 𝑉𝑏𝑐

     e  𝑉𝑐𝑎
 are line voltages modules. 

 

And the unbalance voltage limits corresponding to FD95% 

are 3.0% for  𝑉𝑛
  less or equal 1.0 kV and 2.0% for 𝑉𝑛

   between the 

interval of 1 kV and 230 kV. 

 

II.5 FREQUENCY 

Frequency is an important parameter to assess the 

operational characteristics of electrical systems. According to 

PRODIST, the distribution system and the generation facilities 

connected to it must, under normal operating conditions and 

permanently operate within the frequency limits between 59.9 Hz 

and 60.1 Hz. 

When disturbances occur in the distribution system, the 

generation facilities must ensure that the frequency returns, in the 

time interval of 30 (thirty) seconds after the transgression, to the 

range of 59.5 Hz to 60.5 Hz, for allowing the recovery of the load-

generation balance. 

If there is a need to cut generation or load to allow the 

recovery of the load-generation balance, during disturbances in the 

distribution system, the frequency: 

a) may not exceed 66 Hz or be less than 56.5 Hz in extreme 

conditions; 

b) can remain above 62 Hz for a maximum of 30 (thirty) 

seconds and above 63.5 Hz for a maximum of 10 (ten) seconds; 

c) may remain below 58.5 Hz for a maximum of 10 (ten) 

seconds and below 57.5 Hz for a maximum of 05 (five) seconds. 

Camporez et al. [13] considers that the frequency variation 

represents the frequency varies from a predefined value. The value 

is defined at 60 Hz and according to PRODIST - Module 8 in its 

revision 10, the system under normal conditions must operate 

between 59.9 and 60.1 Hz. 

Bandeira et al. [14] used this parameter to analyze the 

electrical PQ of a photovoltaic system connected to the grid. The 

experiment allowed us to observe that the collected data were 

within the standards allowed by PRODIST. 

The frequency shift is the deviation from the fundamental 

frequency value, usually caused by large loads in connection and 

disconnection step and this event affect the power system. 

 

III. METHODOLOGY 

PRODIST - Module 8 in its revision 10 adopted as 

consultation and parameter setting. This establishes the procedures 

related to the PQ, and its scope reaches all consumers connected to 

the distribution network. 

This work aims to evaluate the PQ parameters of 

distribution transformers against different load profiles, classifying 

them by NTL in these transformers, three (3) NTL indexes were 

selected: 

Loss index 1: Transformer with NTL up to 10% (low 

index); Loss index 2: Transformer with a NTL greater than 30% 

(high rate); Loss index 3: Transformer with a NTL between 10% 

and 30% (average rate), the transformers have the same nominal 

power. 

The methodology consists of selecting the transformers, 

collecting data, organizing the information, selecting the 

PRODIST parameters, and analyzing, verifying how much each 

loss index influences the behavior of the equipment regarding the 

PQ (Figure 1). 

 

 
Figure 1: Methodology sequence. 

Source: Authors, (2021). 

 

The PQ parameters adopted in the experiment are: 

 

• Supply voltage; 

• PF; 

• Harmonic distortion; 

• Unbalance voltage; and 

• Frequency variation 

 

Select transformers

Data collection

Data organizer Select parameters

Analyze the 
information
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IV. MEASUREMENTS 

To make the necessary analysis proposed in this document 

possible, the data memory for each type of load of the transformers 

was obtained in addition to what is indicated in PRODIST (1008 

valid records in most indicators). In this research, equipment data 

were acquired in 168 hours of equipment monitoring with data 

recorded every 120s, exceeding 5000 valid data records. 

The equipment used for data acquisition was of the model: 

PowerNET P-600 from IMS manufacter with measurement class A 

according to IEC61000-4. The ambient temperature in the location 

where the transformers are installed showed a maximum of 30ºC 

and a minimum of 18ºC during the measurement period, so we 

consider that there was a minimal intervention of the external 

ambient temperature in the measurements performed. 

At the end of the data acquisition, the analyzes reported in 

item 5 started. 

V. RESULTS ANALYSIS 

Based on the PQ indicators mentioned in item 2 and on data 

acquired in the measurements considered for this research the 

analysis was started. In this item, the results obtained regarding the 

impacts of the load imposed on the transformers by the amount of 

NTL in the equipment stand out and show the behaviour of each of 

the quality indicators that could be measured in the measurements 

performed. 

The first indicator analyzed is the Permanent voltage 

regime, within the PRODIST limits, there was no violation of the 

indicator in any of the analyzed equipment, according to the data 

in Figure 2. 

 

 
Figure 2: Supply voltage indicator graphic. 

Source: Authors, (2021). 

 

However, some peculiarities can be observed between the 

three transformers and their different loads. We can highlight that 

transformer 1 with the lowest NTL index presents a smaller 

variation in this indicator, despite not being the highest average 

voltage during the measurement period. This higher average is 

shown in the measurement of transformer 3 and we can also 

perceive a period of “sinking” of voltage presenting a lower voltage 

than the average of the period in transformer 3. This period is 

highlighted in the graph.  However, nothing that would interfere 

with the good performance of transformers in this indicator. 

The next indicator is the voltage unbalance which is also in 

compliance with the limits determined in PRODIST when 

monitoring transformers. 

Analyzing the result of each transformer in this indicator, it 

can be seen that transformer 1, with a lower rate of NTL, showed 

greater variation in voltage unbalance to the other transformers, 

being, as we can analyze by Figure 2, higher values of concentrated 

unbalance at times considered off-peak, that is, with smaller loads. 

 

 

 

 
Figure 3: Unbalance factor indicator graphic. 

Source: Authors, (2021). 
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In opposite to what was observed in transformer 1, 

transformer 2, which has the highest rate of NTL, showed a large 

variation in the voltage unbalance indicator, but a variation with 

regularity, with the greatest unbalance during peak hours and at 

dawn, and it also maintains the highest average unbalance factor 

value among the monitored transformers. Another observation 

regarding transformers 1 and 2 with the lowest and highest non-

technical loss index, respectively, perceived that to the unbalance 

factor in the times when the FD is higher in one transformer, it is 

lower in the other and they continue alternating during the 

monitoring period. 

Transformer 3 presents, as shown in Figure 3, a greater 

balance in the value of the unbalance factor. 

It appears that there were distinct impacts on the voltage 

unbalance indicator in each of the measured transformers, but we 

cannot affirm that this presented unbalance factor was caused 

directly by the NTL index that is acting in each one, the loads 

profiles other than the monitored equipment cause this variation in 

voltage unbalances, another point to note is that the measuring 

equipment did not exceed the limits defined in PRODIST for the 

indicator in this item presented, thus not characterizing any impacts 

on the PQ according to this indicator. 

The indicator evaluated later is the PF, an indicator linked 

to active and reactive power (inductive and/or capacitive) 

consumed by the loads demanded in each equipment. 

This is the indicator that suffered the most impact on the 

monitored equipment during long periods and at different times it 

was below the minimum index indicated by PRODIST. 

As shown in Figure 4, we verified that in transformer 1, the 

impact of loading the equipment is the lowest in this indicator, with 

the equipment with the lowest rate of NTL being evaluated, and 

even so it presented itself outside the ideal indicator impacting the 

PQ in this equipment. 

 

 

 
Figure 4: PF indicator graphic. 

Source: Authors, (2021). 

 

In transformer 2 the impact of the load on the equipment is 

perennial in the PF indicator, because during practically the entire 

monitoring period the indicator remains below the ideal, showing 

that the NTL interfere a lot in this indicator as we can see in Figure 

4. 

Following the analysis of the PF, the measurements 

performed show, according to Figure 4, that transformer 3 was the 

one that had the most significantly impacted performance and with 

a great variation of the PF value, varying between very high values, 

close to 1.00 and very low values, below 0.70. 

In this indicator, it was verified that the PRODIST PF limits 

were extrapolated in all three measured equipment and the PQ 

supplied by them will be affected by the characteristics of their 

loads. 

In the Total Harmonic Distortion (THD) indicator, there 

was no extrapolation of the indicator limits, as shown graphically 

by Figures 5, 6, and 7. Recalling that the distributor is directly 

responsible for monitoring and managing this indicator vis-à-vis 

regulatory agents. 

This is the indicator resulting from the calculation 

performed based on PRODIST taking into account the fundamental 

voltage of the monitored transformers, in which there was no 

violation of the PQ. 

 

 

 
Figure 5: THD voltage phase “a” indicator graphic. 

Source: Authors, (2021). 

Page 66



 
 
 

 

Junior et al., ITEGAM-JETIA, Manaus, v.7, n.29, p. 62-68, May/Jun, 2021. 

 

 

 
Figure 6: THD voltage phase “b” indicator graphic. 

Source: Authors, (2021). 

 

 
Figure 7: THD voltage phase “c” indicator graphic. 

Source: Authors, (2021). 

 

In the Variation of Frequency indicator, Figure 8 illustrates 

the transformers results, in this regard, there were some moments 

when the value of the frequency exceeded the minimum and 

maximum values of PRODIST limits. 

 

 
Figure 8: Frequency variation indicator graphic. 

Source: Authors, (2021). 

 

We can see in the graph that transformer 2, in this regard, 

presented in a moment extrapolation of the upper limit and for two 

moments of the lower limit of the frequency. 

In transformer 3, the lower limit of the indicator was 

extrapolated. 

Therefore, this work presents graphically 05 of the 07 

indicators of PQ contained in PRODIST – Module 8, illustrating 

the importance of monitoring these parameters in the guarantee of 

the supplied PQ. It should be noted that in the next item. 

 

VI. CONCLUSIONS 

Five items of PQ assessment were measured and among 

these results were obtained outside the limit parameters determined 
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in PRODIST in 02 of these indicators, which were the PF indicator, 

significant impacts, and the Frequency Variation indicator. 

The transformers that suffered the impacts were mainly 

transformers 2 and 3 with high (above 30%) and average (between 

10 and 30%) NTL respectively, results that reinforce the main idea 

of this document to analyze the impacts of these load profiles at the 

PQ, these two transformers presented a failure in the PQ supplied 

in the Frequency Variation indicator. 

Specifically, in the PF indicator, all transformers failed in 

the supplied PQ, remaining with performance below the ideal. 

In general, the impact of each load profile and not only 

evaluating the limits of each indicator but it is also concluded that 

the loads on each of the transformer’s impact on other PRODIST 

indicators even if they remain within the limits of the indicators, 

they are the cases of the Permanent voltage regime and voltage 

unbalance factor indicators that showed the greatest impact on the 

transformer that presented the highest rate of NTL. Table 2 presents 

a summary of the results of each of the indicators of PQ monitored 

in the equipment of this study. 

 

Table 2: Summary results of PQ indicators. 

Indicator TR1 TR2 TR3 

Steady State Voltage Indicator – OK Indicator – OK 
Indicator – OK, however it had 

impacts during peak hours 

Imbalance Factor  Indicator – OK Indicator – OK Indicator – OK 

Power Factor Violated Indicator 
Violated indicator, during almost 

any monitoring period 

Violated indicator, with significant 

impacts in this indicator 

Total Harmonic Distortion Indicator – OK Indicator – OK Indicator – OK 

Frequency variation Indicator – OK Violated indicator Violated indicator 

Source: Authors, (2021). 

 

It is worth mentioning that PRODIST has seven (7) PQ 

indicators and a deeper analysis can be supported by the results 

obtained in this document and the impacts that PQ may suffer from 

the influence of NTL in distribution transformers. 

This work presented for a case study of a distributor a 

critical analysis of the indicators of PQ considering a concern 

aspect to the distributors that are the high value of NTL. It is 

perceived that actions to reduce these losses will directly impact 

the energy quality parameters, that is, less non-technical loss, better 

service of supplying quality energy to the final consumer. 
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