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The use of metal inert gas (MIG) welding for joining metals frequently results in the change 

of the mechanical properties and the microstructure of the metal at the welded areas. This is 

due to the welding heat input and heat transfer.  3CR12 is a low-cost special stainless steel 

containing 12% chromium. It is considered to have good mechanical properties and 

corrosion resistance as a base metal, and understanding how these properties change as a 

result of MIG welding enables the drawing of proper conclusions regarding the properties 

of MIG welded 3CR12 stainless steel.  However, little is known about its properties and 

behavior after welding with metal inert gas (MIG) welding, which is the most common 

welding process for welding stainless steel, and little is known about its weldability.  Due 

to inadequate information about MIG welded 3CR12 stainless steel, it is hard to make a 

reliable statement about its properties and behavior. Thus, necessitating the need to gain 
knowledge regarding MIG welded 3CR12 stainless steel. This paper aims to characterize 

the mechanical properties of welded 3CR12 stainless steel. The focus is on investigating 

how the mechanical properties and the microstructure of 3CR12 stainless steel evolve due 

to MIG welding.  
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I. INTRODUCTION 

 It must define the problem and importance of the research 

carried out, it presents a (not very extensive) review of the literature 
on the subject of the article, including the authors' contributions to 

the state of the art. If you use abbreviations or acronyms, first write 

the words that identify them and then, in parentheses, the acronym. 

This set also establishes the research question, the objectives of the 

work and hypothesis, if necessary, the importance and limitations 

of the study. Establishes the method used at work. It is written in 

the present tense. Industrial equipment and pipes can be made from 

a variety of metallic materials. However, carbon steel still has the 

greatest applicability in the construction of the majority of 

equipment [1]. Although carbon steels can be utilized in a wide 

range of applications, they do have some technical limits, 

particularly in low-temperature and corrosive conditions. This is 
why they are regarded as general-purpose materials. While carbon 

steels lack some characteristics, alloy and stainless steels do, but in 

comparison to carbon steel, they have substantially greater 

production costs as well as expenditures associated with welding 

and assembly for industrial installations [2].   

Despite their lower cost, carbon steels are not resistant to corrosion 

or erosion condition which generates undesirable contaminant 

residues. For this reason, carbon steel cannot be used directly in 

situations where it can contaminate the final product. In these 

situations, carbon steel is coated with more durable metallic or non-

metallic compounds or other alloys to provide protection at a lower 

cost. Stainless steels are an example of this that are easily weldable 

[3]. Austenitic stainless steels are used specifically for building and 

protecting equipment and pipelines made of carbon steel from 

corrosion. With the exception of some ferritic steels with a 

chromium content of up to 17%, which have acceptable weldability 
and an expansion coefficient that is comparable to that of carbon 

steel, it is not advised to use many types of stainless steel, such as 

ferritic and martensitic, as structural steel or welded steel [4]. 

 Middleburg Steel and Alloy (Pty) Ltd (later known as 

Columbus Stainless Steel) developed 3CR12 from AISI 409 

stainless steel in 1970 [5].  3CR12 is a low carbon utility ferritic 

stainless steel that complies with ASTM A240 and EN 1008-2 

requirements. The single ferrite phase that exists in AISI 409 at 

high temperatures causes substantial grain growth in the material, 

which is bad for toughness, ductility, and the ductile to brittle 
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transition temperature (DBTT) [6], [7]. This prompted the creation 

of 3CR12, a corrosion-resistant steel that would successfully 

replace coated carbon steel in typical corrosive situations and be 

reasonably inexpensive compared to other stainless steels like 

austenitic stainless steel [8]. 

 To create dual phase structure (ferrite and austenite) at 

high temperatures, where one phase inhibits the formation of the 

other's grain, 3CR12 was produced by carefully balancing ferrite 

and austenite stabilizers [9]. Subsequently it has been found that 

3CR12 has a grain structure that is considerably finer than that of 
AISI 409, which improves its weldability and mechanical qualities 

[7]. So far, it's important to note that 3CR12 also experiences grain 

growth. The manufacturer asserts that 3CR12 maintains its 

toughness to this extent when welded to thicknesses of up to 30 

mm without post welding heat treatment (PWHT) [10].   

 There are two variants of 3CR12 i.e., un-stabilized 

(3CR12L) and titanium (Ti) stabilized grade (3CR12Ti) with their 

chemical compositions presented in Table 1. 

 

Table: Composition of unsterilized (3CR12Ti) and titanium 

stabilized (3CR12L). 

Grade 3CR12Ti 3Cr12L 

C 0.03 0.03 

Si 1 1 

Mn 2 1.2 

P 0.04 0.04 

S 0.03 0.015 

N - 0.03 

Cr 10.5-12.5 0.3-1 

Ni 1.5 - 

Other Ti:4(C+N)0.6 - 

Source: [10]. 

 3CR12 is an intriguing and less expensive option to 

austenitic stainless steels (304, 316L) is 3CR12 [11]. Currently, 

some companies in South Africa i.e., Transnet Freight Rail, and 
Anglo Gold use 3CR12 in mine train wagons, due to its excellent 

corrosion resistance [12]. Nevertheless, little information 

specifically dedicated to the understanding mechanical properties 

behavior when welding 3CR12 stainless steel is available in the 

literature whereas austenitic grades are much more covered [13], 

[14], [15], [16]  The most common research outputs in relation to 

stainless steel 3CR12 is based on determining the optimum welding 

material [17], [18]. 

 This paper aims to characterize the mechanical properties 

of welded 3CR12 stainless steel. The focus is on investigating how 

the mechanical properties and the microstructure of 3CR12 

stainless steel evolve due to MIG welding. 

II. EXPERIMETAL PROGRAM  

II.1 MATERIAL  

 The base material used was 3CR12 stainless steel supplied 

by Macsteel as 100 ×100 × 3 mm off-cut plate (see Figure 1) Table 

2-1 shows mechanical properties of the base metal (obtained from 

the manufacturer’s catalogue). Several researchers [18], [19] found 

that 308L welding material is the most suitable material for 

welding 3CR12 stainless steel. Chemical composition of the 308L 

weld wire was obtained from the manufacturer’s catalogue [20]. 

 
Figure 1: 3CR12 stainless steel. 

Source: Author, (2024). 

Table Error! No text of specified style in document.: 

Mechanical properties of 3CR12 stainless steel material. 

Material Tensile 

Strength 

(MPa) 

Yield 

Strength 

(MPa) 

%Elongation Hardness 

(H) 

3CR12 460 300-450 18 173 

Source: [10]. 

III. WELDING PROCEDURE 

 Welding was conducted at Roan Engineering (Pty LTD) 

in Johannesburg, South Africa. The welding process was carried 

out using a six-axis MOTOMAN AR1440 arc welding robot (see 

Figure 2) with rated output current and voltage of 30-350A and 12-

36V respectively. 

 
Figure Error! No text of specified style in document.: Yaskawa 

robotic welder. 

Source: [21]. 

 The welder was configured to reverse polarity with 

welding grade argon shielding gas at 15 l/min flow rate. Welding 

was carried out (in accordance with the manufacturer’s 

recommendation) as shown in Table 3. 

 

Table 1: Welding procedure. 

Welding Process MIG 

Filler Metal 308L (1.6 mm) 

Tip to work distance 15 mm 

Wire Feed Tare 6 m/min 

Source: Author, (2024). 
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III.1 WELDING PARAMETERS 

 According to [18], [19], [22] the optimum heat input (HI) 

input range for welding 3CR12 stainless steel is between 0.5 – 1.5 

kJ/mm. To fully understand the mechanical behavior of 3CR12 

stainless steel when welded, a variety of HI values (within and 

outside the optimum range) were selected. Since heat input is a 

function of the welding voltage, current, and speed. Based on the 

range of voltage, current, and welding speed used in welding 

3CR12 stainless steel from the literature, the values resulting in the 

required HI values were selected. The mechanical properties were 

investigated at the parameters and the resulting heat input, as 

shown in Table 4. 

Table 2: Welding parameters and resulting heat inputs. 
Sample 

No. 

Voltage 

(V) 

Current 

(A) 

Welding Speed 

(mm/s) 

Heat Input 

(kJ/mm) 

1 180 11.5 4.5 0.35 

2 190 12.5 4.0 0.45 

3 230 17.0 3.0 1 

4 260 21.0 2.5 1.64 

5 270 22.0 2.5 1.75 

Source: Author, (2024). 

IV. SAMPLE PREPARATION  

IV.1 MATERIAL MICROSTRUCTURE AND 

MICROHARDNESS 

 Specimens for microstructure and microhardness 

examination were prepared through the following processes. 

Firstly, the samples were prepared by cutting 25 ×50 mm cross 

sections from the welded plates, then the specimens were mounted 

using a hot mounting press machine and polyfast mounting 
powder. Grinding and polishing was then carried out on the Struers 

Labopol 5. This was done in order to maintain an even and clean 

surface for usage on microscope and micro-hardness tester.  

 The specimens were then etched using Carpenters reagent 

[23]. During the etching process, grain boundaries were 

preferentially attacked, which resulted in a surface characterized by 

two-dimensional structure that is distinctive when viewed on the 

microscope. The samples were dipped into the reagent for 10-20 

seconds. After the etching process, the samples were then taken to 

the microscope for observations.  

 

 
Figure 1: Sample preparation apparatus a) Mecatome T300 

cutting machining, b) Hot mounting press machine, and c) Struers 

Labopol 5 polishing machining. 

Source: Author, (2024). 

IV.2 TENSILE TEST 

 Specimens for tensile testing were machined to size using 

a Pinnacle PK-GRSM-V milling machine (see Figure 4). The 

machine specifications are outline in Table 5. 

 
Figure 2: Pinnacle PK-GRSM-V milling machine. 

Source: Author, (2024). 

Table 3: Pinnacle PK-GRSM-V milling machine specifications. 

Model PK-GRSM-V 

Table size 1270 x 254 mm 

Max. Table Load (kgs) 300 kgs 

T-Slot (width x number x distance) 16 x 3 x 63.5 

Rapid feed rate 890 mm/min 

Source: Author, (2024). 

 For each HI, three samples were prepared and tested. The 

tests were carried out in accordance with ASTM E8M-04's 

specifications as can be seen in Figure 5. 

 
Figure 3: Tensile test specimen (a); dimensions of specimen 

according to ASTM E8M-04 (b) (units in mm). 

Source: Author, (2024). 

V. MEASUREMENT OF OUTPUT PARAMETERS 

V.1 MICORSTRUCTURE MEASUREMENT 

 Metallographic analysis was conducted using Olympus-

BX51M optical microscope, shown in Figure 6. The microscope 

has a magnification range of 5x to 100x. 
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Figure 4: BX51M Olympus optical microscope 

Source: Author, (2024). 

 The system metallurgical microscope has X/Y high speed 

traveling stage that can position the sample very quickly. The 

microscope can achieve a resolution of about 100 μm, some of the 

BX51M Olympus optical microscope's specifications are shown in 

Table 6. 

Table 4: BX51M Olympus optical microscope specifications. 
Model Application Specifications 

BX51M 

Microstructure 

Chip morphology, 
and Chip 

measurements 

Resolution 0.37-3.36 µm 

Manual 
Zooming 

5X – 10X 

Working stage X/Y direction 

Source: Author, (2024). 

V.2 MICROHARDNESS MEASUREMENT 

 Figure 7 shows the Vickers microhardness tester that was 

used to evaluate the microhardness of the specimens. Depending 

on the indenter put on the indenter head, this machine can measure 

both Vickers and Knoop hardness. Eye observation is used to 

measure the indentation length. 

 
Figure 5: TIME HM-6 digital microhardness tester. 

Source: Author, (2024). 

The specifications of the Vickers microhardness testing machine 

are presented in Table 7. This device features a built-in objective 

lens with two different magnification settings, 10X and 40X.  

Table 5: Micro hardness tester specification. 
Model Application Specifications 

MH-6 Microhardness 

     Range 10 - 1000 gf 

   Objective 10X and 40X 

Loading rate 60 µm/sec 

Source: [24]. 

 The Vickers method is based on an optical measurement 

system. To create an indentation that can be measured and 

translated into hardness values, a diamond indenter is used in the 

microhardness test process described in ASTM C1327-15 [25]. A 

variety of materials can be processed using this technique. The 

Vickers scale uses a diamond with a square base and a pyramidal 

shape (see Figure 8). The load is typically applied for 15 to 30 

seconds and ranges from 1 kgf to 120 kgf. Equation 2.1 [26] is used 

to compute the Vickers number (HV): 

            HV = 1.854 ×
F

D2
                (2.1) 

Where: 

F = Applied load, kgf 

D = Length of the impression diagonal, mm 
 

 
Figure 6: Vickers hardness tester indenter structure. 

Source: [24]. 

 A microscope, which is frequently a standard component 
of the Vickers Tester, is used to measure the length of the 

impression diagonal. ASTM E-384-99 was followed in conducting 

the test [27]. The hardness line and track indentation are displayed 

in Figure 9. 

 
Figure 7: Microhardness test specimens’ indentation locations (a) 

for MIG welded samples (b) after hot mounting. 

Source: Author, (2024). 
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V.3. TENSILE TESTING 

 The Instron 9400 tensile testing machine (see Figure 10) 

was used to conducted tensile testing measurements. This machine 

is built around an electric motor with variable speed, a gear 

reduction system, and screws that raise or lower the crosshead. This 

movement applies tension or compression to the specimen. The 

motor's speed can be altered to alter crosshead speeds. 

 
Figure 8: Instron 9400 tensile testing machine. 

Source: Author, (2024). 

To successfully test the specimen, the following steps were taken: 

1. Put gage marks on the specimen. 

2. Measure the initial gage length, width, and thickness. 

3. Place the specimen between upper and lower jaw faces. 

4. Perform the tensile test. 

5. Get the 𝐹 – 𝑥 and/or 𝜎 − 𝜀 data. 

6. Measure the final gage length and width. 

 

VI. RESULTS AND DISCUSSIONS 

 Figure 11 shows a microstructure of a sample that was 

welded with a HI of 0.35 kJ/mm. The microstructure of the base 

metal contained ferrite grains with small islands of martensite. 

Since the 3CR12 stainless steel is Titanium stabilized, the titanium 

precipitate stabilizers could also be observed in the microstructure 

of the base metal. The heat-affected zone (HAZ) is characterized 

by larger coarse grains compared to the base metal, mainly due to 

the heat applied during the welding process. The grains observed 

 in the microstructure of the HAZ are ferrite grains and 

small islands of martensite. The ferritic grains observed are 
dominant in the HAZ, and there is less martensite. Considerable 

grain growth is observed at the HAZ closer to the weld zone, and 

the grain size decreases when observed further away from the weld 

zone. 

 The microstructure observed in the weld zone mainly 

consists of fine grains of austenite and small portions of ferrite. The 

observed austenitic microstructure is due to the filler metal used in 

the welding process, which is 308L, an austenitic stainless steel 

grade, and the different phases present in the weld zone are due to 

welding a ferritic steel base metal using an austenitic grade filler 

metal. 
 

 
Figure 19: Sample welded at a heat input of 0.35 kJ/mm. 

Source: Author, (2024). 

 Figure 12 shows a microstructure of a sample that was 

welded with a HI of 0.35 kJ/mm. The microstructure of the base 

metal contained ferrite grains with small islands of martensite, like 

the first sample. This is attributed to the fact that the increase in HI 

is insignificant (0.05kJ/mm) hence the similarities. 

 
Figure 110: Sample welded at a heat input of 0.45 kJ/mm. 

Source: Author, (2024). 

 Figure 13 shows a microstructure of the weldment using a 

HI of 1.0kJ/mm. the microstructure exhibited an acicular ferrite and 

lathe martensite. The lath martensite was widely dispersed. The 

presence of martensite was observed to be higher toward the center 

of the weld. This is mainly due to the high heat application and the 

higher rate of cooling at the center of the weld than in the zones 

toward the fusion zone. 

 
Figure 111: Sample welded at a heat input of 1.0 kJ/mm. 

Source: Author, (2024). 
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 Figure 14, and 15 shows the microstructures of the 

weldment using a HI of 1.65, and 1.75kJ/mm respectively. Both 

these HI are then the optimal recommended range of welding 

3CR12. The microstructure also exhibited a lath martensite with a 

higher amount of martensite with a higher amount of martensite.  

 
Figure 112: Sample welded at a heat input of 1.65 kJ/mm. 

Source: Author, (2024). 

 Excessive grain deformation can be observed in the HAZ 

of sample 4. The HAZ is characterized by larger coarse grains 

similar to the other samples discussed. However, the grain 

boundaries of the observed grains are not as defined as those of 

sample 1 to sample 3. Martensite laths can be observed in the HAZ 

microstructure. The martensite presence observed is significantly 

more than in the first three samples due to the excessive heat input 

used to weld the sample. Considerable grain growth is observed at 

the HAZ closer to the weld zone, and the grain size decreases when 

observed further away from the weld zone. 
 The microstructure observed in the weld zone consists of 

fine grains of austenite and ferrite with martensite laths. The ferrite 

content in the weld zone is significantly less than in the first three 

samples. The martensite laths observed are at different orientations 

across the microstructure of the weld zone, and the presence of the 

martensite laths is more than in the first three samples as the heat 

input is also significantly higher than in the first three samples. 

 

 
Figure 113:  Sample welded at a heat input of 1.75 kJ/mm. 

Source: Author, (2024). 

 Excessive grain deformation can be observed in the HAZ 

of sample 5, similar to the microstructure observed in sample 4. 

However, the grain deformation is more in sample 5 than in sample 

4. The HAZ is characterized by larger coarse grains similar to all 

the samples discussed. However, the grain boundaries of the 

observed grains are not as defined as those of sample 1 to sample 

3 and are defined similarly to those observed in sample 4. 

Martensite can be observed in the HAZ microstructure. The 

martensite presence observed is significantly more than all the 

other samples due to the excessive heat input welding the sample, 

which is 1.75kJ/mm. Considerable grain growth is observed at the 

HAZ closer to the weld zone, and the grain size decreases when 

observed further away from the weld zone. The microstructure 

observed in the weld zone consists of fine grains of austenite and 

ferrite with martensite laths. The ferrite content in the weld zone is 

significantly less than all the other samples. The martensite laths 

observed are at different orientations across the weld 

microstructure. 

VI.1 MICROSTRUCTURE SUMMARY  

 The base metal's microstructure, 3CR12 stainless steel, 

was observed to have a dual phase of ferrite and martensite. This is 

consistent with the microstructure observed by Akinlabi and 

Akinlabi when characterizing the effect of heat treatment on 
3CR12 stainless steel [28]. The ferrite grains were observed to be 

the white phase, whereas the martensite phase was the dark phase. 

This dual-phase presence in the base metal of 3CR12 stainless steel 

elucidates the fluctuations observed in the microhardness profile in 

the base metal. The higher values were due to the indentation 

occurring where martensite was present, and the lower values were 

due to the indentation occurring on the ferrite grains. 

 The microstructure in the weld zone of the welded sample 

was observed to have three phases: austenite, ferrite, and 

martensite. This mixture of phases is due to welding 3CR12 

stainless steel, a ferritic steel base metal using an austenitic grade 
filler metal of 308L. The 308L was recommended to be the 

optimum filler material for welding 3CR12 stainless steel from the 

work of Molabe [29], and the observed microstructure is consistent 

with that observed from the same work. And hence the austenitic 

microstructure is due to the use of the 308L filler material grade. 

Martensite laths could be observed at different orientations in all 

the welded specimens, and higher heat inputs yielded more 

martensite presence. This elucidates the hardness values recorded 

in the weld zone, which were more than those observed in the HAZ 

and the base metal. An increase in the hardness values in the weld 

zone was influenced by the increase in the heat input and, thus, the 
presence of martensite. 

VI.2 GRAIN SIZE CHARACTERIZATION 

 A solid metal's grain is made up of a variety of small 

crystals that are dispersed at random. Most mechanical qualities, 

such as hardness, yield strength, tensile strength, and impact 

strength, can be measured in relation to grain size. All these 

mechanical properties aforementioned increase with a decrease in 

grain size. Quantifying and characterizing the observed grain 
deformation that has happened in the changing microstructures of 

the welded material. The size of each grain in the microstructures 

was measured using the measuring instrument on the optical 

microscope.  

 During the microstructural analysis of the samples welded 

at various heat inputs, an alteration in the size of the grains in the 

heat-affected zone was observed. The areas of the 3CR12 stainless 

steel susceptible to heat application during the welding process 

showed a significant increase in grain size. The grain size affects 

the properties of a material, such as hardness. The grains that could 
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be correctly observed in the different samples were measured using 

the optical microscope and presented in Figures 16 to 20. 

 

 
Figure 114: Sample welded at a heat input of 0.35 kJ/mm. 

Source: Author, (2024). 

 
Figure 115: Sample welded at a heat input of 0.45 kJ/mm. 

Source: Author, (2024). 

Figure 116: Sample welded at a heat input of 1.0 kJ/mm. 

Source: Author, (2024). 

Figure 117: Sample welded at a heat input of 1.65 kJ/mm. 

Source: Author, (2024). 

 
Figure 20: Sample welded at a heat input of 1.75 kJ/mm. 

Source: Author, (2024). 

VI.2.1 GRAIN SIZE CHARACTERIZATION SUMMARY 

 The grain sizes are summarized in Table 8, where the 

measurements of 4 grains per sample and an average value are 

determined. 

Table 8: Summary of the grain sizes for each sample. 

Measureme

nt 

Grain size (µm) 

0.35kJ/

mm 

0.45kJ/

mm 

1.0kJ/m

m 

1.65kJ

/mm 

1.75kJ/

mm 

1 326.95 408.65 432.59 236.29 290.7 

2 319.86 338.63 346.35 204.36 290.38 

3 306.25 330.13 328.12 257.02 216.15 

4 294.71 253.76 338.86 217.26 204.01 

Average 311.9 332.79 361.48 228.73 250.31 

Source: Author, (2024). 

 An interesting observation was seen that an increase in the 

HI resulted in an increase in the grain size, only up to a certain 

extent. (HI, 0.35-1.0kJ/mm). Future increase resulted in a reduction 

in grain size. The microstructure of the HAZ for all the welded 

samples is characterized by enlarged and coarse grains in all the 

welded samples due to the application of heat during welding. 

Similar results were observed [28], [30]. The increase in the grain 

size implies that fewer grain boundaries are present in the HAZ of 
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the weld, and according to Vithi et al. [31] the presence of fewer 

grains in the microstructure makes the HAZ susceptible to 

dislocation movement. Dislocation movement results in a decrease 

in strength and thus makes the HAZ defenseless against fracture. 

An increase in the grain size resulted from the increase in the heat 

input. This also increased the volume of martensite precipitate 

present in the HAZ. The microstructure of the HAZ is characterized 

by the dual phases consisting of ferrite and martensite as with the 

base metal. This also elucidates the fluctuations observed in the 

microstructure of the HAZ is characterized by the dual phases 

consisting of ferrite and martensite as with the base metal. This also 

elucidates the fluctuations observed in the microhardness profile of 

the hardness in HAZ for all the welded samples. The higher values 

were due to the indentation occurring where martensite was 

present, and the lower values were due to the indentation occurring 

on the ferrite grains as with the base metal. An increase in grain 

size reduces the ductility and, thus, the material's toughness. 

However, according to Molabe [29], the grain growth was 

determined to have little to no effect on the tensile strength of 

3CR12 stainless steel. This was due to the fracture during tensile 

testing occurring at the base metal instead of the HAZ. This is also 

consistent with the results obtained by Vithi et al. [31], where the 

fracture during tensile testing occurred in the base metal. 

 VI.3 MICROHARDNESS 

 The Vickers microhardness of the different samples was 

measured from the center of the weld to the base metal, and the 

profile obtained from the microhardness values for the different 

samples is shown in Figure 21. The different welded samples have 

the same base material, 3CR12 stainless steel. A fluctuation in the 

hardness profile can be observed in the base metal. This is mainly 

due to the alternating phases of ferrite and martensite found in the 

microstructure of the base metal. The martensite portions produce 

higher hardness values, whereas the ferrite grains produce lower 

hardness values, resulting in fluctuating values. However, the 

average hardness value found at the base metal is 178HV. The 

hardness values observed at the fusion zone (FZ), or weld cap are 

higher than the hardness values of both the base metal and the 

HAZ, with the lowest hardness observed at the HAZ. This 

phenomenon was observed for all the welded samples. 

 
Figure 21: Vickers microhardness profiles of the samples. 

Source: Author, (2024). 

VI.4 TENSILE TESTING 

 According to the results of the tensile testing, all of the 

weldments have fractures in the weld zone (WZ) region (see Figure 

22). This indicates that the WZ area, which has low tensile strength, 

is the weakest component of the joint. The site of the fracture was 

connected to the welding-induced decrease in the weld's hardness 

and strength. Precipitate coarsening in the over-aged zone was the 

main reason for the dramatic decrease in strength. 

 
Figure 22: Fracture location of tensile testy samples 

Source: Author, (2024). 

 Analyzing the results presented in Table 9, it can be 

argued that by changing the HI, it is possible to ensure the required 
strength of the welded joint. Controlled heat input welding 

procedures within the acceptable standard [18], [19], [22] ensures 

excellent strength of the welded joints. 

 The tensile tests of the welded specimens revealed a 

striking decrease in tensile strength when compared to values of 

the base material. About 45% of the base metal strength was the 

tensile strength of the weld joint.  

 

Table 9: Summary of tensile test results. 
HI (kJ/mm) Load (N) Average Load (N) 

0.35 17349.85 16166.56 

15561.68 

15588.16 

0.45 13355.09 17174.48 

21342.77 

16825.57 

1.0 17989.06 20865.95 

21023.35 

23585.45 

1.65 16838.97 22362.94 

23593.52 

26656.34 

1.75 27431.8 24705.47 

20799.42 

25885.2 

Source: Author, (2024). 
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V. CONCLUSIONS 

 Investigations were made into the ferritic stainless steel 

3CR12's microstructure and mechanical characteristics. The study 

led to the following crucial conclusions: 

 The coarse ferrite grains in the base metal are changed to 

fine grains of ferrite with some grain boundary lath 

martensite as a result of characteristic rapid solidification.  

 The hardness at the mid cross-section of the fusion zone 

was found to be higher than the base material. This is 

mainly due to the fine solidification structure as a result 

of fast solidification. 
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A PID type fuzzy logic controller (FLC) is a control scheme that utilizes fuzzy inference 

systems to replicate the behavior of a classical PID controller. This approach provides an 

alternative for systems where traditional PID control encounters difficulties, particularly in 

scenarios involving human expertise or non-linear behavior. In this study, we propose a 

novel PID-like controller that employs a modified crisp logic method—a rule-based 

approach designed to implement the reasoning process. This method aims to reduce 

processing time in fuzzy inference systems by using crisp sets instead of fuzzy sets and 
simple calculations to generate the output. Simulation results demonstrate the effectiveness 

of the proposed method, achieving comparable performance with the added benefit of 

reduced processing time.  
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I. INTRODUCTION 

Fuzzy logic, introduced by Lotfi Zadeh in 1965, is a 

computational approach that allows for approximate reasoning, 

mimicking human decision-making processes [1]. Unlike 

traditional Boolean logic, where variables are strictly true or false, 

fuzzy logic employs membership functions to represent degrees of 

truth, with values between 0 and 1. This flexibility makes it 

particularly useful for handling uncertainty and ambiguity 

prevalent in real-world systems. Fuzzy logic control (FLC) is a 
direct application of fuzzy logic to control systems [2]. It allows us 

to incorporate human-like reasoning into control strategies. While 

it may not provide precise reasoning, it offers acceptable reasoning. 

Additionally, FLC can emulate deductive thinking, similar to how 

people infer conclusions from what they know. By using a set of 

linguistic rules and membership functions, FLC models the 

behavior of systems in a way that mimics human decision-making, 

providing robust and adaptive control solutions. 

A PID type fuzzy logic controller combines the benefits of 

both PID control and fuzzy logic, resulting in a robust and adaptive 

control strategy. By utilizing fuzzy rules and membership 
functions, it effectively manages complex systems characterized by 

nonlinearities or uncertainties.  

In the work by M. Mizumoto [3], the application of fuzzy 

logic to implement PID control strategies was explored. The study 

demonstrated that PID controllers can indeed be realized through 

specific fuzzy control methods, such as the “product-sum-gravity” 

and “simplified fuzzy reasoning” methods. Consequently, PID 
control is considered a special case within the broader context of 

fuzzy control. Notably, the min-max-gravity method lacks the 

ability to achieve PID controller functionality. 

The PID type fuzzy logic controller (FLC) was extensively 

studied in the literature. The study in [4] presents a comprehensive 

exploration of crisp-type fuzzy controllers, delving into their 

fundamental principles, their basic structures, and operational 

characteristics. By conducting an in-depth analysis of their 

behavior, the unique attributes differentiating them from traditional 

fuzzy controllers are highlighted. Moreover, the chapter 

investigates strategies to optimize controller performance, focusing 

on enhancing efficiency and effectiveness in complex control 
scenarios. Through comparative studies and simulation-based 

evaluations, the potential benefits and real-world applications of 

crisp-type fuzzy controllers are demonstrated. The paper by Xu, 

Hang, and Liu introduces a novel approach to fuzzy PID control by 

employing a parallel structure [5]. This design involves combining 
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independent fuzzy proportional and derivative controllers, offering 

increased flexibility and potential for improved performance 

compared to traditional fuzzy PID controllers. A key contribution 

of this work is the development of a tuning method based on gain 

and phase margins, facilitating controller design and optimization. 

In contrast to the complex rule-based structures often associated 

with fuzzy controllers, this research explores a simplified 

architecture with a reduced number of fuzzy sets. This streamlined 

approach enhances computational efficiency and enables stability 

analysis. By focusing on the core components of PID control, the 
authors demonstrate the effectiveness of this simplified fuzzy PID 

controller in achieving desired control objectives. 

Parameter self-tuning is crucial for PID controllers to 

maintain optimal performance in dynamic environments by 

automatically adjusting control parameters to adapt to changing 

system conditions. The authors of [6] use Parameter Adaptive 

Method for real-time adjustment of PID parameters. The approach 

adopted in [7] introduce a novel PID type fuzzy controller that 

incorporates self-tuning scaling factors. This approach 

dynamically adjusts the proportional, integral, and derivative gains 

through a fuzzy inference system. By adapting to changing system 
conditions, the controller enhances performance and robustness. 

The authors demonstrate the controller's effectiveness through 

simulations and practical applications. Reference [8] proposes a 

novel self-tuning method for PID-type fuzzy logic controllers. By 

employing a relative rate observer to estimate system dynamics, the 

controller adaptively adjusts its scaling factors. This approach 

enhances the controller's ability to handle varying operating 

conditions and improve overall performance. This approach was 

implemented on a PLC [9] and compared with other self-tuning 

mechanisms in [10]. This methos was also used in a number of 

applications [11-16]. The self-tuning of different PID type fuzzy 

controllers was studied in literature [17-21]. 
Modified crisp logic is a simplified approach to fuzzy logic 

that aims to reduce computational complexity while retaining some 

of the benefits of fuzzy reasoning [22]. Unlike traditional fuzzy 

logic, which uses membership functions to represent degrees of 

truth, modified crisp logic employs crisp sets with defined 

thresholds. Essentially, it's a hybrid method that combines elements 

of both crisp logic and fuzzy logic. By simplifying the fuzzy 

inference process, modified crisp logic can potentially improve 

computational efficiency without sacrificing too much control 

performance. The main objective of this study is to use the 

modified crisp logic method to implement the PID type controller 
and the self-tuning mechanism. 

The remainder of this paper is structured as follows. Section 

2 provides a brief overview of PID type FLC. In Section 3, the 

principles of modified crisp logic are elaborated. Section 4 delves 

into the proposed self-tuning methods. Simulation results and their 

analysis are presented in Section 5. Finally, Section 6 summarizes 

the key findings and outlines potential directions for future 

research. 

II. PID TYPE FLC 

Figure 1 illustrates a typical closed-loop control system 

incorporating a standard PID type FLC [8]. The control signal 

generated by the PID type FLC is determined by: 

 

𝑢 = 𝛼𝑈 + 𝛽∫𝑈𝑑𝑡 (1) 

 

where U is the output of the FLC bloc. 

Previous research [6] has demonstrated that fuzzy 

controllers employing product-sum inference, center of gravity 

defuzzification, and triangular input membership functions with a 

crisp output exhibit an input-output relationship defined by: 

 

𝑈 = 𝐴 + 𝑃𝐸 +𝐷�̇� (2) 

 

Where 𝐸 = 𝐾𝑒𝑒 and �̇� = 𝐾𝑑 �̇�. 

 

 
Figure 1: Closed-loop control structure for PID type FLC. 

Source: Authors (2024). 

 

Consistent findings in [23],[24] confirm that the minimum 

inference engine also produces the same input-output relationship. 
Combining equations (1) and (2) yields the controller output as 

follows: 

 

𝑢 = 𝛼𝐴 + 𝛽𝐴𝑡 + 𝛼𝐾𝑒𝑃𝑒 + 𝛽𝐾𝑑𝐷𝑒 + 𝛽𝐾𝑒𝑃∫𝑒𝑑𝑡 + 𝛼𝐾𝑑𝐷�̇� (3) 

 

Consequently, the equivalent PID type FLC control 

components are derived as follows: 
 

Proportional gain: 𝛼𝐾𝑒𝑃𝛽𝐾𝑑𝐷 

Integral gain: 𝛽𝐾𝑒𝑃 

Derivative gain: 𝛼𝐾𝑑𝐷. 

 

III. MODIFIED CRISP LOGIC 

To streamline the fuzzy control process, modified crisp 

logic introduces two key modifications [22]. Firstly, crisp, non-

overlapping membership functions are adopted for input variables. 
This simplification eliminates the need for complex membership 

degree calculations and rule inference, as each input belongs 

exclusively to one crisp set. Consequently, output sets are defined 

as singletons, thereby obviating the defuzzification stage. 

Secondly, to mitigate the potential abrupt transitions caused by 

crisp set-based outputs, a smoothing function is applied to generate 

the final control signal. This function effectively attenuates the 

discontinuous nature of the output, enhancing overall system 

performance. By incorporating these enhancements, the proposed 

controller offers a computationally efficient and robust alternative 

to fuzzy control. 
The output value in the case of a system with 2 inputs and a 

single output is given by the following equation: 

 

𝑢 = 𝑟𝑢𝑙𝑒(𝑖, 𝑗) −
∆𝑎 + ∆𝑏

2
(4) 

 

Here, rule (i,j) is a singleton output associated with the 

combination of input values belonging to crisp sets i and j, 

respectively. 

∆𝑎 = 𝑐𝑎(𝑖) − 𝑎 (5) 
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∆𝑏 = 𝑐𝑏(𝑗) − 𝑏 (6) 

 

Where a and b denote the input variables. The centers of the 

crisp sets corresponding to a and b are represented by ca(i) and 

cb(j), respectively. The difference between inputs (a, b) and their 

associated crisp sets are denoted by ∆a and ∆b. 

The proposed controller architecture, illustrated in Figure 2, 

eliminates the need for fuzzification, complex fuzzy inference and 

defuzzification processes. By directly mapping input crisp sets to 
output singleton values, the controller significantly reduces 

computational burden. This streamlined approach enables real-

time implementation without requiring specialized software or 

hardware. 

 

 
Figure 2: The architecture of the modified crisp logic controller. 

Source: Authors (2024). 

 

IV. MODIFIED CRISP LOGIC PID TYPE CONTROLLER 

The proposed PID type controller shares the same 

architectural framework as its fuzzy counterpart (Figure 1), with 

the exception of the inference system, which is based on modified 

crisp logic. The conventional FLC block is replaced by a crisp logic 

equivalent as illustrated in Figure 2. For comparison, a standard 

PID type FLC utilizes the membership functions depicted in Figure 

3(a), while the proposed PID employs those shown in Figure 3(b). 
The distinct characteristics of these membership functions are 

evident. 

The rule base presented in Table 1 governs both the FLC 

inference process and the output calculation for the proposed 

controller. 

 
Table 1: Rule base. 

Ė/E N P 

N N Z 

P Z P 

Source: Authors (2024). 

 

 
Figure 3: Membership functions (a) FLC, (b) Modified crisp 

logic. 

Source: Authors (2024). 

The control surfaces for both controllers are illustrated in 

Figure 4. Both methods yield identical decision surfaces. The FLC 

uses the product–sum inference mechanism and center of gravity 

defuzzification method. 

 

 
Figure 4: Control surface. 

Source: Authors (2024). 

 

V. SELF-TUNING OF A PID TYPE FLC 

Numerous self-tuning strategies have been proposed to 

optimize PID type fuzzy logic controller parameters. One such 

approach is peak observer-based parameter adaptation, which 

leverages system peak responses to adjust controller settings in 

real-time [6]. By extracting information from these peaks, the 

method refines fuzzy controller scaling factors or membership 

functions. Alternatively, function tuners offer a more flexible 
approach, employing mathematical functions to correlate system 

behavior with desired parameter adjustments [23]. 

This paper focuses on the relative rate observer (RRO) 

method, which estimates system parameters based on output rate 

variations [8]. The architecture of PID type FLC with RRO self-

tuning is illustrated in Figure 5. The proposed method leverages 

both system error and rate information to optimize PID type FLC 

performance. A fuzzy inference mechanism dynamically adjusts 

scaling factors associated with the derivative and integral 

coefficients. This mechanism employs two inputs: system error (e) 

and normalized acceleration (rv), as defined in [8]. The latter 

provides insights into system response dynamics, effectively 
functioning as a relative rate observer (RRO). The normalized 

acceleration rv(k) can be defined as: 

 

 
 

 
v

e k
r k

e



 (7) 

 

Where �̇�(∙) is chosen as follows: 

 

 
     

     

1

1 1

e k if e k e k
e

e k if e k e k

  
  

  

 (8) 

 

The fuzzy parameter regulator generates an output denoted 
as γ. The scaling factor for the derivative term, Kd, is modified by 

multiplying its initial value with γ. Conversely, the scaling factor 

for the integral term, 𝛽, is adjusted by dividing its initial value by 

γ. 
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𝐾𝑑 = 𝐾𝑑𝑠𝐾𝑓𝑑𝐾𝑓𝛾 (9) 
 

𝛽 =
𝛽𝑠
𝐾𝑓𝛾

(10) 

 

 
Figure 5: PID type FLC using RRO. 

Source: Authors (2024). 
 

Figure 6 and Figure 7 depict the input membership functions 

for the fuzzy and crisp modules respectively. It's important to note 

that output membership functions are singletons, specified within 

the corresponding rule tables. 

 

 
Figure 6: Membership functions for the fuzzy PID. 

Source: Authors (2024). 

 

 
Figure 7: Membership functions for the crisp Parameter regulator. 

Source: Authors (2024). 

 

The symmetrical rule base outlined in [6] is presented in 

Table 3. This rule base serves as the foundation for the PID type 
FLC. The linguistic terms assigned to the input variables, error (E) 

and change in error (Ė), are: Negative Big (NB), Negative Small 

(NS), Zero (ZE), Positive Small (PS), and Positive Big (PB). The 

rule base for the crisp PID controller is the one presented in Table 

1. Given that two crisp sets are employed for the input variables, 

the rule base is structured as a 2x2 matrix. 

 

Table 2: Rule base of the fuzzy PID. 

Ė/E NB NS ZE PS PB 

NB -1 -0.7 -0.5 -0.3 0 

NS -0.7 -0.4 -0.2 0 0.3 

ZE -0.5 -0.2 0 0.2 0.5 

PS -0.3 0 0.2 0.4 0.7 

PB 0 0.3 0.5 0.7 1 

Source: Authors (2024). 

Table 4 presents the rule base for the fuzzy parameter 

regulator [8]. The linguistic terms for the input variable |𝑒| and the 

output variable g are: Large (L), Small (S), Medium (M), and Small 

Medium (SM). For the other input variable, rv, the linguistic terms 

are: Fast (F), Moderate (M), and Slow (S). While Table 4 presents 

the rule base of the crisp parameter regulator. 

 

Table 3: Rule base of the fuzzy parameter regulator. 
 

|𝒆| /rv S M F 

S M M L 

SM SM M L 

M S SM M 

L S S SM 

Source: Authors (2024). 

 

Table 4: Rule base of the crisp parameter regulator. 
 

|𝒆| /rv N P 

S 0.5 0.75 

L 0.25 0.5 

Source: Authors (2024). 

 

VI. RESULTS AND DISCUSSION 

In [8], the authors conducted a comparative analysis of the 

RRO method against conventional PID, peak observer, and 

function tuner approaches. The RRO method demonstrated 

superior efficiency due to its reduced parameter tuning 

requirements and enhanced robustness to system variations 

compared to its counterparts. 

This section presents a comparative analysis of the proposed 

self-tuned PID controller based on modified crisp logic and a PID 

type FLC equipped with an RRO. Simulation studies were 

conducted on a second-order linear system characterized by 

varying parameters and transport delay defined by: 

 

𝐺𝑝(𝑠) =
𝐾𝑒−𝑇𝐷𝑠

𝑠2 + 𝑃𝑠 + 𝑄
(11) 

 

Discrete simulation with a sampling period of Ts = 0.1 s was 

employed for the experiments. Nominal system parameters were 

set as K = 16, P = 3, Q = 2, and TD = 0. To ensure consistency, 

parameters a = 0.2, b = 1, Ke = 0.8, and Kd = 0.25 remained 

constant for both controllers. 

Two types of tests were performed: one-parameter and two-

parameter adjustments. For the one-parameter case, the optimal 

value of Kf was found to be 4.35 while maintaining Kfd at 1. In the 

two-parameter adjustment scenario, Kf and Kfd were optimized to 

1.9 and 2.45, respectively. 
Figure 8 demonstrates that the proposed method with 

single-parameter adjustment yields a satisfactory response, 

comparable to the fuzzy PID with RRO. Figure 10 illustrates that 

simultaneous adjustment of both Kfd and Kf parameters results in 

an improved response. Figs. 9 and 11 present the control efforts 

exerted by both controllers. Notably, the crisp controller generates 

a smoother control signal with lower magnitude compared to the 

fuzzy controller. 
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Figure 8: Unit step responses for the nominal system with one 

parameter adjustment. 
Source: Authors (2024). 

 

 
Figure 9: Control effort with one parameter adjustment. 

Source: Authors (2024). 

 

 
Figure 10: Unit step responses for the nominal system with two 

parameters adjustment. 

Source: Authors (2024). 

 
Figure 11: Control effort with two parameters adjustment. 

Source: Authors (2024). 

 

To evaluate and compare the proposed methods, a 

simulation study was conducted under varying system conditions. 

The plant transfer function denominator coefficients, P and Q, were 

systematically varied within the range of 0 to 4 without anytime 

delay, ensuring system stability by limiting pole locations to a left-

half plane circle with a radius of 2. Four representative system 

configurations, labeled a to d, were examined. Specific parameter 

values and corresponding system types for each case are provided 
as follows: 

 

Case a: 𝑃 = 2 and 𝑄 = 1; overdamped stable system. 

Case b: 𝑃 = 2 and 𝑄 = 0; marginally stable system. 

Case c: 𝑃 = 2 and 𝑄 = 2; underdamped stable system. 

Case d: 𝑃 = 0.5 and 𝑄 = 4; almost oscillatory system. 
 

For the remaining simulations, controller parameters were 

fixed at the optimal values determined for the nominal system. 

System responses for cases a to d are depicted in Figs. 12 to 15, 

respectively. Only the results for two parameter adjustments are 

presented. When at least one open-loop plant pole is located close 

to the imaginary axis, as in cases b and d. The PID type crisp 

controller demonstrates superior performance compared to the PID 

type fuzzy controller. To assess the impact of time delay, a 0.25s 

delay was introduced to the nominal system while maintaining 

fixed controller parameters. Figure 16 presents the resulting unit 

step responses for the compared methods. The crisp PID with two-

parameter adjustment consistently outperforms the fuzzy PID 
controller under these conditions. 

 
Figure 12: Unit step responses for case a. 

Source: Authors (2024). 
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Figure 13: Unit step responses for case b. 

Source: Authors (2024). 
 

 
Figure 14: Unit step responses for case c. 

Source: Authors (2024). 

 
Figure 15: Unit step responses for case d. 

Source: Authors (2024). 

 

 
Figure 16: Unit step responses with TD = 0.25 s. 

Source: Authors (2024). 

 

VII. CONCLUSIONS 

This research has successfully implemented a PID type 

controller utilizing modified crisp logic and a relative rate observer 

self-tuning mechanism. By simplifying the fuzzy inference process 

through crisp set theory, computational efficiency was significantly 

enhanced without compromising performance.  

The proposed controller, while sharing a similar 

architecture with its fuzzy counterpart, demonstrated superior 

performance in terms of robustness and adaptability to system 

variations. Simulation results confirmed the effectiveness of the 
approach in handling complex system dynamics.  

Future research will focus on applying this controller to 

more challenging and complex real-world applications. 
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This study analyzes the detection of substation fouling failures in District Heating and 

Cooling (DHC) systems using synthetic data. In the study, high, medium and low levels of 

contamination are considered and both machine learning and deep learning techniques are 

applied for the detection of these failure types. Within the scope of the analysis, machine 

learning algorithms such as K-Nearest Neighbors, XGBoost and AdaBoost are compared 

with the proposed Convolutional Neural Network (CNN) model. The machine learning 

algorithms and the Convolutional Neural Network model are trained to perform fault 

detection at different contamination levels. In order to improve the performance of the 

machine learning models, hyperparameter tuning was performed by Grid Search 

Optimization method. The results obtained show that the proposed Convolutional Neural 

Network model provides higher accuracy and overall success compared to machine learning 

methods. High performance measures such as Matthews correlation coefficient 0.944 and 

accuracy rate 0.972 were achieved with the CNN model. These findings reveal that 

contamination detection in substations can be done effectively with CNN-based approaches, 

especially for situations that require high accuracy. This study on fault detection in DHC 

systems provides a new and reliable solution for industrial applications. 
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I. INTRODUCTION 

District Heating and Cooling (DHC) systems are a critical 

infrastructure component in modern urban energy management, 

providing efficient heating and cooling services to both residential 

and commercial buildings. These systems play an important role in 

improving energy efficiency and reducing operating costs. 

However, the reliability and performance of DHC systems can be 

affected by various failures, which can put the efficiency, safety 

and overall operational stability of the system at risk. 

The development of effective fault detection and diagnosis 

(FDD) models for DHC systems is an important research area to 

ensure uninterrupted operation of the system and improve its 

reliability. Traditional fault detection methods are often based on 

manual checking and heuristic approaches, but these methods may 

not be sufficient to address the complexities of modern DHC 

systems. Recent advances in data-driven techniques, especially in 

the fields of machine learning (ML) and data analytics, offer 

promising solutions to these challenges. The lack of 

comprehensive datasets is a significant barrier to developing robust 

data-driven models. Existing studies emphasize that the lack of 

quality datasets limits the effectiveness of data-driven approaches 

[1]. To overcome this problem, researchers have focused on 

creating synthetic data sets through simulation or using open data 

sources. These data sets usually cover various system components 

such as generation units, distribution networks and storage 

facilities. 

Numerous machine learning approaches for DHC system 

defect detection have been studied in recent research. For instance, 

because of its propensity to handle intricate patterns in data, 

XGBoost, Support Vector Machine (SVM), and Logistic 

Regression are often employed [2]. Studies have shown that these 

models can detect energy efficiency related faults with high 

accuracy, but there can be difficulties in detecting more subtle 

problems, e.g. thermal losses. 
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To improve the reliability of fault detection models, 

researchers are investigating integrating real-time data with 

simulation results and open data. This approach aims to increase 

the generalizability and robustness of the models, thus ensuring 

their applicability to a wide range of operational scenarios [3]. 

District Heating and Cooling (DHC) systems are 

increasingly being used to improve energy efficiency and reduce 

carbon emissions. DHC systems eliminate the need for individual 

heating or cooling systems by transmitting heat and cooling energy 

generated from a centralized source to buildings over a wide 

network. These systems play an important role in energy saving 

and environmental sustainability, especially in urban areas [4]. 

 However, ensuring the long-term efficient operation of 

DHC systems poses a major challenge in terms of their 

maintenance and early detection of potential failures. Failures in 

substations, such as contamination, reduce the overall efficiency of 

the system and increase costs. In the past, the detection of such 

faults was mostly limited to physical checks or manual 

interventions in case certain critical limits were exceeded. Today, 

however, technological advances such as data analytics and 

machine learning offer the possibility to make these processes more 

automated and accurate [5]. 

In the past, fault detection processes in DHC systems were 

generally handled with a reactive approach. Physical inspections, 

periodic maintenance work and performance monitoring systems 

are among the classical methods that are activated after failures 

occur. These approaches are often time-consuming, lead to delays 

in fault detection and negatively affect the efficiency of the system. 

Furthermore, most of these methods are activated when there is a 

significant degradation in system performance, which often results 

in more costly repairs and system downtime. However, with the 

development of data collection and analysis techniques in recent 

years, methods such as machine learning and deep learning offer 

an important alternative for fault detection. By analyzing large 

amounts of data, these new methods provide the opportunity to 

detect signs and trends before failures occur [6]. Thus, early 

diagnosis of failures and implementation of preventive 

maintenance strategies become possible. 

Machine learning and deep learning methods offer many 

advantages over traditional fault detection techniques [7]. Machine 

learning algorithms have achieved significant success in fault 

prediction by learning meaningful patterns from large datasets. 

Algorithms such as K-Nearest Neighbors (KNN), XGBoost and 

AdaBoost have the ability to automate fault prediction by training 

on data collected in the past. These algorithms have been successful 

in predicting system failures by analyzing correlations in the data 

and possible signs of failure. However, these methods are usually 

dependent on a more limited data structure and may be inadequate 

for complex or multidimensional data [8]. In contrast, deep 

learning methods, especially models such as Convolutional Neural 

Network (CNN), stand out with their capacity to process more 

complex data structures. CNN models provide higher success rates, 

especially in large and complex data sets, enabling the detection of 

previously undetected faults. 

In this study, the failure conditions caused by contamination 

of substations in DHC systems are analyzed. Different machine 

learning algorithms (KNN, XGBoost, AdaBoost) and deep 

learning (CNN) models are compared using synthetic data for high, 

medium and low levels of contamination. Grid Search 

Optimization method was used to optimize the performance of the 

models and the best hyperparameters were selected. The results 

show that the CNN model outperforms the other models and 

achieves high accuracy rates. 

The aim of this study is to develop a more accurate and 

efficient solution that goes beyond traditional methods for early 

detection of faults in DHC systems. In particular, it is aimed to 

detect complex failure types such as contamination of substations 

more effectively. The main advantage of the study is that higher 

accuracy rates are achieved with the CNN model and fault 

detection can be done at an earlier stage. This increases the overall 

efficiency of the system and reduces maintenance costs. However, 

the fact that deep learning models require large amounts of data 

and processing power is considered as a significant disadvantage 

of the study. Moreover, experiments with synthetic data need to be 

validated with real-world data, which is also one of the limitations 

of the study. 

The study makes several important contributions to the 

literature. First, it demonstrates the applicability of deep learning 

methods for fault detection in DHC systems. Second, it proposes a 

solution for early detection of more complex fault types such as 

substation contamination. Finally, the high accuracy rates of the 

model proposed in the study provide a practical benefit for 

industrial applications. These findings not only contribute to the 

development of more efficient maintenance strategies in DHC 

systems, but also provide a new perspective on how deep learning 

algorithms can be applied in industrial processes. 

Section 1 of this paper gives an overview of the problem. 

The following sections of the paper are as follows. Literature 

review related to the study is presented in Section 2. The 

implementation materials and methods are presented in Section 3, 

and the discussion and conclusions are presented in Section 4. 

Future work and conclusions are presented in Section 5. 

 

II. THEORETICAL REFERENCE 

In this study, problem diagnosis and detection techniques 

for District Heating and Cooling (DHC) systems are investigated. 

Using the IEA DHC Annex XIII as a framework, it offers a 

thorough study of typical DHC system faults. District heating 

systems have evolved from steam-based systems to ultra-low 

temperature networks, with future designs integrating distributed 

low-temperature sources and building-side heat pumps. A case 

study shows that while ultra-low temperature ring networks are 

23% more expensive than 3rd generation systems, they are cost-

effective when free waste heat is available [9].  

France aims to decarbonize heating by expanding District 

Heating and Cooling Networks (DHCN) and identifying suitable 

areas for development. Using variables such as energy density, 

building age, and energy mix, the paper estimates the potential of 

DHN at 132 TWh/year and DCN at 7.8 TWh/year across France 

[10]. 

Decarbonizing energy sectors, especially heating, is crucial 

to combating climate change, as heating represents nearly half of 

global energy consumption. This paper reviews the role of heat 

pumps in reducing emissions and adding flexibility to renewable 

energy systems, but highlights economic, regulatory, and 

infrastructural challenges to their widespread adoption [11]. 

The article reviews 40 European thermal networks using 

distributed heat pumps and clarifies definitions of Fifth-Generation 

District Heating and Cooling (5GDHC). It finds that while 5GDHC 

systems in countries like Germany and Switzerland excel with 

renewable heat sources, they face higher pumping energy demands 

and variable control strategies compared to traditional district 

heating [12].  

Even though the majority of research concur on a core set 

of typical failures, they frequently don't result in instant shutdowns 

and may thus go unreported. Although air-source chillers have 
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received a lot of attention, DHC systems are also susceptible to 

identical issues that have been seen in water-source systems. This 

study looks on ways to diagnose and find faults in District Heating 

and Cooling (DHC) systems.  

District heating and cooling systems have evolved over a 

century, serving over 70 million people in Europe with an 

estimated energy consumption of over 450 TWh. This paper 

reviews the current state of these systems, highlighting variations 

across countries in terms of technology, market structure, and 

regulations, and introduces a new socio-demographic approach to 

create indicators for modeling future systems [13]. 

Fifth-generation district heating and cooling (5GDHC) 

systems, tested in Melbourne, show 9-29% cost savings and 25-

58% GHG emissions reduction compared to traditional systems. 

They offer economic and environmental benefits, especially in 

mild climates, and could expand to other regions with similar 

conditions [14]. 

Temperature control significantly impacts Fifth Generation 

District Heating and Cooling (5GDHC) systems. This study finds 

that constant temperature control can be more effective but is 

sensitive to setting changes, while simple multi-stage controls may 

underperform. Proper strategy selection and coordination are 

crucial for optimal system efficiency [15].  

District heating and cooling networks offer benefits by 

integrating renewable energies and local thermal resources, but 

effective design and optimization are key. This review evaluates 

the use of Life Cycle Assessment (LCA) for assessing the 

environmental impact of these networks, revealing a wide range of 

emission factors. It emphasizes the need for improved management 

practices and proposes future research for developing a universal 

LCA tool for network analysis [16]. 

Due to the limited availability of real-world data, the 

development of optimized synthetic data sets is investigated to 

improve the accuracy of three different ML models such as K-

Nearest Neighbors (KNN), Support Vector Machine (SVM) and 

Random Forest (RF). The integration of real and synthetic data 

improved the identification of initial faults using ML algorithms 

and the quality of the synthetic data obtained was found to be 

superior to existing methods [17]. 

A simulation-based dataset was developed to evaluate 

various types of failures in District Heating and Cooling (DHC) 

systems and tested with five machine learning models. The tests 

showed that the dataset provides high performance in fault 

detection and the applicability of the models to real systems [18]. 

 Traditional and innovative methods used to achieve goals 

such as peak shaving, demand response and fast fault detection in 

advanced district heating and cooling systems are examined. The 

advantages and disadvantages of modern approaches such as model 

predictive control and machine learning are detailed [19].  

A machine learning method is proposed to detect leakage 

faults with data from flow and pressure sensors. Using a delayed 

warning algorithm, a leak signal is sent and the model identifies the 

faulty pipe based on this signal. The method was successfully 

tested with 85.85% accuracy and a macro-F1 score of 0.99786 [20]. 

 A machine learning model has been developed that 

performs well and can distinguish between data sets containing 

faults. The model is trained with data from a district heating 

substation in Sweden and tested with various parameters. The 

results show that the model successfully models the substation 

behavior and has high fault detection capability [21].  

A study was conducted to develop an automatic fault 

detection and diagnosis (AFDD) framework for district heating 

substations. With data from Denmark, common faults are analyzed 

and the potential of AFDD to reduce energy use is highlighted. 

Additional indicators were proposed and improvements were made 

to detect future anomalies [22]. A study was conducted to show 

how smart meter data can be used for fault detection and 

maintenance processes. Faults were detected in advance with 

machine learning algorithms and maintenance improvements were 

provided with performance indicators. The findings were validated 

by experts and the importance of data utilization for smart heating 

networks was emphasized [23].  

A two-level model was developed for fault detection in 

district heating systems. This model, which distinguishes high-

level system faults and low-level sub-faults, provided high 

accuracy and reliability in tests. The results show that the model 

provides an effective solution for real-time monitoring [24]. In 

[25], a machine learning method is proposed to detect leakage 

faults with flow and pressure data. The delayed warning algorithm 

and the model ensure accurate identification of leaks. The method 

was successfully tested with 85.85% accuracy and a macro-F1 

score of 0.99786. 

 

III. MATERIALS AND METHODS 

III.1 DATASET 

This dataset contains synthetic fault data related to 

contamination in substations of District Heating and Cooling 

(DHC) systems. The dataset was developed as part of the 

International Energy Agency's (IEA) DHC Annex XIII project 

“Artificial Intelligence Fault Detection and Prediction of Heat 

Production and Demand in District Heating Networks”. This 

project develops artificial intelligence methods for the prediction 

of heat demand and production and evaluates algorithms for fault 

detection. The experiments in the dataset are simulations covering 

a period of 28 days, during which faults that can occur at various 

time points are observed [18]. Failures can occur with different 

intensities, either sudden or gradual. The failure intensity can be 

interpreted differently depending on the simulation model used. 

This dataset provides a valuable resource for the development of 

new approaches to fault detection in DHC systems. Table 1 lists 

the input names and basic statistics of the dataset [26]. 

 

Table 1: Basic statistical information about the data used in the 

dataset. 

Variable Explanation Min Max 

BC 
Id of the boundary conditions 

used for this experimen 
   0 12 

F1_type 
Type of fault used in the 

experiment  
0 1 

F1_start 
Start time of the fault, in 

hours 
0 671 

F1_stop 
Stop time of the fault, in 

hours 
0 672 

F1_init 
İnitial intensity of the fault, 

in the range [0-1] 
0 1 

F1_final 
Final intensity of the fault, 

in the range [0-1] 
0 1 

Source: [26]. 
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III.2 K-NEAREST NEIGHBOR REGRESSION 

K-Nearest Neighbor (KNN) regression is one of the 

supervised learning methods and is based on the idea of predicting 

a target data point by looking at the values of its neighboring data 

points.  

KNN regression has a similar approach to the classification 

problem, but focuses on the prediction of a continuous target 

variable. The predicted value for a data point is determined by the 

average or weighted average of the target values of the selected “k” 

number of nearest neighbors. Since KNN regression is a parameter-

free method, the structure of the model is shaped according to the 

data set and provides flexibility, especially for complex data 

distributions. However, the increase in computational costs for 

high-dimensional data sets and the impact of distance metrics on 

the performance of neighbor selection are important factors to be 

considered [27]. 

 

III.3 EXTREME GRADIENT BOOSTING REGRESSION 

XGBoost (Extreme Gradient Boosting) is a powerful 

machine learning algorithm often used in supervised learning 

problems such as regression and classification. XGBoost is an 

ensemble learning method based on decision trees and minimizes 

errors by successively adding weak learners (usually decision 

trees). In regression problems, the main goal of XGBoost is to 

linearly improve the model's predictions as much as possible and 

minimize the loss function. The algorithm's innovations on 

gradient boosting include optimizations that make tree structures 

faster and more efficient, regularization (L1 and L2) and missing 

data management. This allows XGBoost to achieve high 

performance on large datasets while providing superior results in 

terms of speed and accuracy compared to other methods. The fact 

that it does not require as much computational power as deep 

learning techniques and its nonparametric structure have made it a 

frequently preferred method in regression analysis [28]. 

 

III.4 ADAPTIVE BOOSTING REGRESSION 

Adaboost (Adaptive Boosting) is an ensemble learning 

method used to improve the performance of weak learners. 

Basically, by emphasizing the errors of each weak learner, weight 

is given to the next learner. In the regression problem, Adaboost 

successively combines weak regression models to minimize 

prediction errors. At each step, different weights are assigned to the 

samples, taking into account the model's previous prediction errors. 

This weighting allows the model to focus specifically on data 

points that have struggled with previous predictions. Adaboost 

regression is often applied with weak learners such as decision 

trees and is known for providing high accuracy in regression as 

well as in classification problems. However, it can be sensitive to 

overfitting and noisy data, so it requires careful model selection 

and parameter tuning. Adaboost's strength is that it can successfully 

combine weak learners to improve the overall performance of the 

model [29]. 

 

III.5 CONVOLUTIONAL NEURAL NETWORKS 

Convolutional Neural Networks (CNNs) are deep learning 

architectures structurally inspired by the visual cortex of the human 

brain. They are particularly effective in computer vision tasks such 

as image recognition, object detection and classification.  

The basic building blocks of CNNs are convolution layers 

that focus on capturing local features in the data, thereby reducing 

the number of parameters of the model through dimensionality 

reduction. These layers extract meaningful features from the input 

data through filters, and these features are abstracted in deeper 

layers, allowing more complex structures to be learned. CNNs offer 

high performance and accuracy, especially on large data sets, 

thanks to parameter sharing and local connections. Their advanced 

architecture and level of performance have made CNNs a popular 

solution in various fields such as medical imaging, autonomous 

vehicles, and face recognition [30]. 

 

III.6 GRID SEARCH OPTIMIZATION 

Grid Search Optimization is a method of hyperparameter 

tuning used to improve the performance of machine learning 

models. Machine learning algorithms are structured with various 

hyperparameters that affect the behavior of the model, and 

choosing the optimal values of these parameters greatly affects the 

accuracy and overall performance of the model. 

The Grid Search method aims to systematically scan all 

possible combinations of the specified hyperparameters and select 

the combination that gives the best result. This is accomplished by 

evaluating the model against a specified performance metric. 

Although Grid Search is usually used for smaller datasets and in 

environments with limited computational power, the processing 

time can increase considerably with large datasets or a large 

number of hyperparameters. In this case, the Grid Search method 

can become costly in terms of time and resources. Nevertheless, by 

finding the optimal parameters, the generalizability and accuracy 

of the model can be improved. Due to these features, Grid Search 

Optimization is widely used in the process of improving the 

success rates of machine learning and deep learning models. 

 

III.7 GENERATION OF SYNTHETIC FAILURE 

Synthetic failure data was generated using Modelica-based 

open source simulation models. First, potential failures in the 

system were identified by Failure Modes, Effects and Criticality 

Analysis (FMECA) and different failure scenarios were modeled. 

Simulations were performed by applying different failure profiles 

(step and ramp type) under boundary conditions such as outdoor 

temperature, solar radiation and heat demand. These profiles are 

defined by parameters such as fault onset time, severity and 

development time. Each simulation recorded the responses of the 

system for the faulted and unfaulted cases, forming a synthetic data 

set [19]. 

The data set was diversified with various failure types and 

boundary conditions. The onset time and severity of the faults were 

randomly selected, resulting in a data set that matches real-world 

conditions. As a result, for each simulation, variables such as 

boundary conditions, system inputs and outputs, and fault 

conditions were recorded to create a data set. This data set is 

structured in accordance with the machine learning models to be 

used in fault detection and diagnosis. Failure profiles are defined 

by the parameters given in Figure 1 below: 

• Profile type: Failure can occur as a step or ramp. 

• Start time (t₀): The moment when the fault occurs. 

• End time (tₓ): In the ramp profile only, the moment when 

the fault reaches maximum severity. 

• Start intensity (v₀): Always starts at 0. 

• Final severity (vₓ): varies between 0 and 1, 1 being the 

maximum fault severity. 

• These parameters were used to model different failure 

scenarios in the simulations. 
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Figure 1: The simulation employed the following fault 

appearance profiles: ramp on the left for progressive faults and 

step on the right for sudden faults. 

Source: [19]. 

 

The fault severity is represented by a number between 0 

and 1, where 1 denotes the highest fault severity possible in the 

model. The model and type of fault will determine this. 

 

IV. RESULTS AND DISCUSSIONS 

In this section, the performance results and evaluation of the 

fault detection models developed for substation contamination are 

presented. The machine learning models KNN, XGBoost and 

AdaBoost along with the CNN model are tested and compared to 

detect faults at different contamination levels. Common 

performance metrics such as accuracy rate, Matthews correlation 

coefficient (MCC) and Accuracy are used to determine the 

performance of the models. The results show that the CNN model 

has a significant advantage over machine learning methods, 

especially in detecting more complex and low-level faults. In this 

section, the performance of each model is discussed in detail. The 

outstanding achievements of each model will be analyzed and the 

practical relevance of these findings for DHC systems will be 

evaluated. 

The results of the KNN algorithm showed an accuracy rate 

of 86.4% and Matthews correlation coefficient performance of 

72.3% for the detection of substation contamination faults. In order 

to improve the performance of the KNN model, hyperparameter 

optimization was performed with the Grid Search method. In this 

optimization process, important hyperparameters such as the 

number of neighbors (k) and distance metric for the KNN 

algorithm were selected from various values. In Table 2, the 

optimal hyperparameter values determined by the Grid Search 

method are presented in detail. These parameters aimed to improve 

the classification accuracy of the model, but it was observed that 

the performance of KNN was limited in complex data. 
 

Table 2: KNN regression parameters. 

Parameter Value 

n_neighbors 7 

weight distance 

algorithm auto 

Leaf_size 30 

p 2 

n_jobs 10 

Source: Authors, (2024). 

The confusion matrix of the KNN algorithm is shown in 

Figure 2. In addition, Table 6 shows all performance metrics of the 

KNN algorithm. 

 

 
Figure 2: KNN regression confusion matrix. 

Source: Authors, (2024). 

 

Figure 3 presents the analysis for different levels of 

substation contamination in District Heating and Cooling (DHC) 

systems for the KNN algorithm. The graphs represent four different 

levels of contamination: very high fouling (75%), medium fouling 

(20% and 11%), and low fouling (5%). The expression UA [W/K] 

relates to the heat transfer coefficient in a heat exchange system or 

thermal system. There are two graphs for each level: The left-hand 

graphs show the probability of failure detection and the UA [W/K] 

values together. The graphs on the right-hand side show the correct 

and incorrect fault detections.  

The case where the contamination in the system is very high 

is analyzed. In the left graph, the UA [W/K] values show a 

significant decrease with time, showing the effect of fouling and 

the loss of thermal performance of the system. The yellow dots 

represent the degree of fouling, while the blue line marks the point 

of failure. The right graph shows that the UA [W/K] value 

decreases continuously with time, indicating that the fouling is 

continuously increasing. In the case of moderate contamination, the 

spread of the yellow dots in the left graph is more regular and the 

UA [W/K] values are relatively more stable. However, after a 

certain point, there is a significant decrease in system performance 

with increasing fouling. In the right graph, the UA [W/K] value 

shows a later and slower decline compared to high contamination. 

It shows a similar pattern for a lower fouling level of 11%, which 

is lower than the medium level. In the left graph, the yellow dots 

are less diffuse and the UA [W/K] value decreases less over time. 

In the right graph, the decline in system performance is again 

observed, but it is later and less sharp.  

Finally, for low levels of fouling, the graphs show a much 

more stable situation. In the left graph, the yellow dots are more 

concentrated at the upper levels and the UA [W/K] value remains 

stable for longer. In the right graph, it can be seen that the UA 

[W/K] remains largely stable and only slightly decreases.  
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Figure 3: Analysis for different levels of substation contamination in DHC systems with KNN algorithm. 

Source: Authors, (2024). 

 

The results of the XGBoost algorithm were found to be 

highly successful for the detection of substation contamination 

faults. XGBoost achieved 96.1% accuracy rate and 92.0% 

Matthews correlation coefficient performance. In order to 

maximize the performance of the algorithm, hyperparameter tuning 

was performed using Grid Search Optimization. In this process, 

important hyperparameters such as learning rate and maximum 

depth (max_depth) were optimized. 

 

Table 3: XGBoost regression parameters. 

Parameter Value 

Base_score 0.7 

booster gbtree 

Max_depth 5 

Min_child_weight 5 

Learning_rate 0.33 

n_estimators 250 

N_jobs 10 

Random_state 5 

Tree_method approx 

Source: Authors, (2024). 

 

In Table 3, the optimal hyperparameters obtained as a result 

of this optimization process are presented in detail. The Grid 

Search optimization enabled the XGBoost model to detect fouling 

failures more accurately, resulting in an efficient model with high 

accuracy and short processing time. The confusion matrix of the 

XGBoost algorithm is shown in Figure 4. In addition, Table 6 

shows all performance metrics of the XGBoost algorithm. 

 

 
Figure 4: XGBoost regression confusion matrix. 

Source: Authors, (2024). 
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Figure 5 presents the analysis for different levels of 

substation contamination in District Heating and Cooling (DHC) 

systems for the XGBoost algorithm. The left graph with high 

contamination shows the probability of fault detection and UA 

[W/K] values. In the case of very high contamination, the 

probability of fault detection increases rapidly from the point where 

the contamination starts and the system performance decreases 

significantly. In the right graph, the blue line represents the ground 

truth, the green area represents correct detections and the red area 

represents incorrect detections. In the case of very high 

contamination, the majority of correct failures are detected and the 

degradation of the system can be clearly observed. In the case of 

medium contamination, the left graph shows that at 20% 

contamination, the probability of fault detection fluctuates at first, 

but increases rapidly after a certain point. The UA [W/K] value 

shows a steady decrease over time. In the right graph, the correct 

detections are marked in green and it can be seen that the correct 

detection rate is high after the onset of contamination. However, 

false detections are observed for some points. At 11% 

contamination, the left graph shows that the probability of fault 

detection increases at a later stage compared to 20% contamination. 

The UA [W/K] value shows a less pronounced downward trend. In 

the right graph, correct detections are again indicated by green 

areas. At this level, correct detections are still predominant, but due 

to the low contamination, the system takes longer to detect a fault. 

At low contamination level, the left graph shows that the 

probability of fault detection remains low for a long time and only 

increases significantly in the later stages of contamination. The UA 

[W/K] values are more stable. In the right graph, the correct 

detections for this low level of contamination are highlighted in 

green, and the failure detection process is delayed compared to the 

other levels as the system performance is not degraded much. 

 

 
Figure 5: Analysis for different levels of substation contamination in DHC systems with XGBoost algorithm. 

Source: Authors, (2024). 

 

The AdaBoost model, a machine learning algorithm for the 

detection of substation contamination faults, achieved 91.3% 

accuracy and 82.6% Matthews correlation coefficient. 

Performance metrics such as model accuracy and Matthews 

correlation coefficient demonstrate the effectiveness of AdaBoost. 

In order to maximize the performance of the model, the 

hyperparameters were determined using the Grid Search 

Optimization method and the values are presented in Table 4. The 

confusion matrix of the Adaboost algorithm is shown in Figure 6. 

In addition, all performance metrics of the Adaboost algorithm are 

given in Table 6. 

Table 4: Adaboost regression parameters. 

Parameter Value 

Max_depth 5 

Min_samples_leaf 5 

Min_samples_split 10 

n_estimators 250 

Learning_rate 0.33 

Random_state 5 

Source: Authors, (2024). 
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Figure 6: Adaoost regression confusion matrix. 

Source: Authors, (2024). 

 

Figure 7 shows the fault detection results for the Adaboost 

algorithm for different percentages of substation contamination 

levels. Very high contamination follows a curve with a very high 

probability of fault detection in the left-hand graph and a constant 

fault detection in a short time. There is a small difference between 

the onset of contamination and the point at which fault detection 

starts. The graph on the right shows that the system makes a correct 

detection in a very short time and there are almost no false 

detections. In the case of medium contamination, the probability of 

fault detection increases gradually and there is a steady detection 

trend after a value of about 1000. There is a slight delay in fault 

detection compared to the beginning of the contamination. The 

graph on the right shows that the system generally makes correct 

detections and there are few false detections. In the 11% 

contamination scenario, the probability of failure detection 

increases more slowly and stabilizes at a later time. This shows that 

the system is slower to detect lower contamination rates. The graph 

on the right shows that the correct detections are indicated by the 

green line and that these correct detections start later, as well as a 

few incorrect detections. At the lowest contamination level, the 

probability of fault detection increases significantly later and 

stabilizes over a longer period of time. This indicates that the 

system struggles to detect low contamination. The graph on the 

right shows that correct detections occur quite late and there are a 

relatively high number of false detections.

 

 
Figure.7: Analysis for different levels of substation contamination in DHC systems with Adaboost algorithm. 

Source: Authors, (2024). 
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In the tests performed with the CNN algorithm, an accuracy 

rate of 97.2% and a Matthews correlation coefficient value of 

94.4% were obtained. 

 

 
Figure 8: CNN algorithm confusion matrix. 

Source: Authors, (2024). 

A summary of the CNN model is given in Table 5. Figure 8 

shows the confusion matrix of the CNN model. Table 6 shows the 

results obtained with the CNN algorithm. 

Table 5: CNN model summary. 

Layer Output Shape Param  

dense (None, 128) 1,280 

batch_normalization) (None, 128) 512 

dropout (None, 128) 0 

dense (None, 128) 16,512 

batch_normalization (None, 128) 512 

dropout (None, 128) 0 

dense (None, 64) 8,256 

batch_normalization (None, 64) 256 

dropout (None, 64) 0 

dense (None, 1) 65 

Total params  27,393 

Trainable params  26,753 

Non-Trainable params  640 

Source: Authors, (2024). 

 
Figure 9: Analysis for different levels of substation contamination in DHC systems with CNN algorithm. 

Source: Authors, (2024). 
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Figure 9 shows the fault detection results for the CNN 

algorithm for different percentages of substation contamination 

levels. In the case of very high levels of fouling, the graph on the 

left, the orange dots show the probabilities of fouling failure 

detection. The blue line shows the moment of actual fouling onset, 

while the gray line shows how the heat transfer coefficient (UA) 

value changes over time. Fouling was correctly detected with a 

high probability and at an early stage. In the graph on the right, the 

green and red horizontal lines represent correct and incorrect 

detections. The length of the green line indicates how long the 

model correctly detected contamination. In this case, the model has 

successfully detected very high contamination. The graph on the 

left shows that for medium contamination at 20%, the model made 

some incorrect detections but was generally correct. At the 11% 

contamination level, the detection success seems to be slightly 

lower, with a shorter green correct detection time and an increased 

number of incorrect detections. At the low contamination level, the 

model seems to have a lower probability of detection and a higher 

number of false detections. The blue line again shows the actual 

fouling time, while the gray line represents the heat transfer 

coefficient. In the graph on the right, the green correct detection 

line is quite short and the red false detection line is long. This 

indicates that the model struggles to detect the low fouling level. 

In general, the graphs show that the accuracy and speed of 

fault detection varies depending on the contamination level. At 

very high contamination levels, the system makes fast and accurate 

detections, while at low contamination levels the detection time is 

longer and the number of false detections increases. This suggests 

that the system's ability to detect low levels of contamination is 

limited. These analyses highlight the importance of automatic 

fouling detection systems to improve the operational efficiency of 

DHC systems. Integrating systems with early warning mechanisms 

can play a critical role in saving energy and extending equipment 

lifetime. 

Table 6: Comparison of algorithm results. 

Algorithms Accuracy 
Matthews 

Corrcoef 

Elapsed 

Time 

KNN 86.4 72.3 67.55 

XGBoost 96.1 92.0 26.96 

AdaBoost 91.3 82.6 239.76 

CNN Model 97.2 94.4 542.34 

Source: Authors, (2024). 

 

Table 6 shows the performance metrics of four different 

machine learning and deep learning algorithms for detecting 

substation contamination failures in District Heating and Cooling 

(DHC) systems. Accuracy, Matthews correlation coefficient 

(MCC) and Elapsed Time are evaluated for each algorithm. These 

metrics are important to understand the success and efficiency of 

the models in fault detection. 

The KNN algorithm achieved 86.4% accuracy and 72.3% 

Matthews correlation coefficient. This shows that the model 

performs moderately well, but may misclassify some 

contamination cases. The KNN algorithm can perform well, 

especially when working with a small number of data points, but 

its performance may degrade with large datasets. The processing 

time was 67.55 seconds, which is a reasonable speed compared to 

other algorithms. The XGBoost algorithm performed very well 

with an accuracy of 96.1% and a Matthews correlation coefficient 

of 92.0%. These results show that XGBoost is capable of efficient 

classification and accurate detection at different contamination 

levels. Moreover, the processing time of the algorithm was very 

low at 26.96 seconds. The optimized nature of XGBoost makes it 

an effective option for users who want fast and accurate results. 

The AdaBoost algorithm produced lower results than 

XGBoost, but better than KNN, with an accuracy of 91.3% and a 

Matthews correlation coefficient of 82.6%. AdaBoost uses the 

technique of strengthening weak classifiers to improve 

classification performance. Although it achieved a relatively high 

success rate, the processing time was considerably longer than the 

other algorithms at 239.76 seconds. This long processing time may 

limit AdaBoost's usefulness in scenarios with large datasets or fast 

results. The CNN model outperformed all other algorithms with the 

highest accuracy rate of 97.2% and the highest Matthews 

correlation coefficient of 94.4%. This high performance of the 

CNN model shows that deep learning models can work more 

effectively with large and complex datasets. However, the CNN 

model has the longest processing time of 542.34 seconds, 

indicating that the model requires high computational power and 

therefore runs for longer periods of time. 

Comparing the performance of all algorithms, the CNN 

model gives the best results in terms of accuracy and Matthews 

correlation coefficient, but this superior performance is achieved at 

the cost of a longer processing time. XGBoost, on the other hand, 

produces almost as good results as CNN, but with a much shorter 

processing time, which makes it advantageous in practical 

applications. AdaBoost performs well in terms of accuracy, but is 

at a disadvantage in terms of processing time. The KNN algorithm, 

although one of the fastest algorithms, has lower accuracy and 

Matthews correlation coefficient compared to the other models. In 

conclusion, each algorithm offers different advantages and 

disadvantages in terms of accuracy, speed and computational cost. 

 

V. CONCLUSIONS 

In this study, various machine learning and deep learning 

algorithms are investigated for the detection of substation 

contamination faults in District Heating and Cooling (DHC) 

systems. The algorithms used include K-Nearest Neighbors 

(KNN), XGBoost, AdaBoost and Convolutional Neural Network 

(CNN) models. Contamination failures were analyzed at high, 

medium and low levels and hyperparameter optimization for the 

detection of these failures was performed by Grid Search method. 

The results show that the CNN model offers the best performance 

with 97.2% accuracy and 94.4% Matthews correlation coefficient. 

However, CNN has the longest processing time (542.34 seconds). 

XGBoost stood out as a fast and efficient alternative with 96.1% 

accuracy and short processing time (26.96 seconds). AdaBoost, 

despite having an accuracy of 91.3%, was quite slow with a 

processing time of 239.76 seconds. KNN, on the other hand, 

showed the lowest performance with an accuracy of 86.4%, and 

although it works fast, it is insufficient for complex data. In future 

studies, it is recommended to test these models on real-world 

datasets, optimize the processing time of CNN models, and 

investigate different types of failures more comprehensively. 
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Co-firing is a technology that blends coal with biomass at a specific ratio in steam power 

plants. In the Lontar area, which is surrounded by vast rice fields, there is significant 

potential to utilize rice husk waste as a biomass feedstock. The aim of this design is to reduce 

Indonesia's dependence on coal, which is considered a non-renewable energy source, while 

promoting the transition to renewable energy. As coal consumption continues to rise each 

year, this research explores the potential to reduce coal usage by co-firing it with rice husk 

biomass. The co-firing design implements a biomass blending ratio of 2-5% with coal. The 

study's results indicate that, on average, only 0.608 kg of fuel is needed to generate 1 kWh 

of electricity. Additionally, the Net Plant Heat Rate achieved is 2,557.5 kcal/kWh, which, 

when compared to non-co-firing values, demonstrates an improvement in the power plant’s 

efficiency. From an economic perspective, the power plant in the Lontar area could save 

fuel costs amounting to Rp 9.24 billion over a four-month period, with the average 

production cost of co-firing being only Rp 346.77/kWh. Based on these technical and 

economic results, the co-firing design is deemed feasible and promising for further 

implementation in the coming years. 
 

Keywords: 

Co-firing technology, 

Rice husk biomass, 

Power plant efficiency, 

Renewable energy. 

 

 

Copyright ©2024 by authors and Galileo Institute of Technology and Education of the Amazon (ITEGAM). This work is licensed 

under the Creative Commons Attribution International License (CC BY 4.0). 

 

I. INTRODUCTION 

Steam Power Plants are one of the main energy sources in 

Indonesia that uses coal as the main fuel. With the growing 

awareness of the negative impact of coal on the environment, 

governments and researchers are looking for more environmentally 

friendly alternatives. One of the technologies that can be applied is 

co-firing technology. This technology allows the mixing of coal 

with biomass, such as agricultural waste, to reduce the use of coal 

as a non-renewable energy source [1]. 

Co-firing technology has great potential in areas such as 

Lontar, which are surrounded by large rice fields. This area 

produces abundant rice husk waste, which can be used as biomass 

for mixing with coal. By conducting co-firing, it is hoped that the 

use of coal can be significantly reduced, as well as provide 

economic and environmental benefits [2]. In the long term, this 

technology is one of the strategies to support the transition to new 

and renewable energy. 

Currently, coal consumption in Indonesia continues to 

increase every year, so real efforts are needed to reduce dependence 

on coal [3]. One of them is by developing co-firing technology that 

utilizes rice husk biomass, which not only reduces carbon 

emissions, but also has the potential to improve the efficiency of 

power plants. The efficiency resulting from the application of co-

firing can be seen from the savings in fuel consumption as well as 

lower electricity production costs.  

With the growing urgency of the need for clean and efficient 

energy, co-firing technology shows that it is technically and 

economically feasible to be applied more widely. This opens up 

opportunities to increase the role of biomass in the national energy 

mix, while reducing the negative environmental impact of coal 

burning. 

Applying coal-biomass co-firing power generation is the 

strategy to accelerate the renewable energy share in the energy mix 

to reach 23% by 2025. Although biomass co-firing trials have been 

carried out at several Coal-Fired Power Plants (CFPP), the 

potential for implementing biomass co-firing on a larger scale and 

for the long-term propose still needs to be identified [4]. 

In the National Electricity General Plan, PLN plans to 

implement Co-firing in 52 units (Steam Power Plants) [5]. Co-
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firing is the substitution of coal in a certain ratio with biomass 

materials such as wood pellets, palm shells and sawdust. In 2024, 

it is estimated that the total Co-firing capacity at electric steam 

power plant PLN will reach 18 GW. The Co-firing plan is aimed at 

supporting the development of NRE in Indonesia. By 

implementing Co-firing, the use of NRE can be carried out quickly 

without the need for the construction of new generators. 

II. THEORETICAL REFERENCE 

Biomass energy has great potential to help reduce 

dependence on fossil fuels, reduce greenhouse gas emissions, and 

promote energy sustainability. However, the utilization of biomass 

energy also requires careful management to ensure that its 

production and use do not result in negative consequences for the 

environment and sustainability. 

There are types of solid biomass, including agricultural 

waste: Agricultural waste such as straw, rice husks, corn husks, and 

corn cobs are examples of solid biomass produced from 

agricultural processes. This waste can be used as fuel in the 

combustion process to generate heat or electricity. In addition, 

there are also types of wood chips, sawdust, wood fibers, and small 

pieces of wood are other examples of solid biomass that is often 

used in industry as fuel or raw materials. In addition, Plant Fibers: 

Plant fibers such as straw, bamboo, or coconut fiber can also be 

used as solid biomass for a variety of applications, including the 

manufacture of building materials and combustion as fuel. 

Co-firing coal-fired power plants is a term that refers to the 

use of biomass fuels along with conventional fuels, such as coal, in 

the combustion operations of Steam Power Plants. This process 

aims to reduce dependence on fossil fuels, reduce greenhouse gas 

emissions, and improve sustainability and energy efficiency. 

In coal-fired power plants, biomass fuels such as rice husks, 

sawdust, straw, agricultural waste, or other biomass are mixed and 

burned together with conventional fuels in the coal-fired power 

plant's incinerator. Co-firing technology has become quite popular 

technology in an effort to reduce the environmental impact of 

power plants and achieve energy sustainability goals. 

Rice husk waste is a considerable waste generated in the 

agricultural industry, which is 20% of rice. The rice husk produced 

by Indonesia can reach around 15 million tons per year [6]. Rice 

husk is a waste product of rice milling that is separate from the 

grain of rice, where the rice husk has a hard layer, namely kariopsis 

which consists of two leaf shapes, namely crown husk and petal 

husk. Rice husks can be found in rural areas, as a by-product of rice 

milling which has a lot of potential. Rice husks are not flammable 

outdoors unless air is blown into them. Rice husks are highly 

resistant to moisture and decay by fungi, which makes it difficult 

for rice husks to decompose naturally. If the rice husk goes through 

the combustion process, it will produce rice husk ash. The density 

of rice husk tends to be low, namely 70-110 kg/m³, at the time of 

shaking, it is 145 kg/m³ or 180 kg/m³ in the form of briquettes or 

pellets. Therefore, rice husks require a large volume for storage and 

transportation, so long-distance transportation becomes 

uneconomical. The ash content obtained when rice husks are 

burned is 17-26%, much higher than other fuels (wood 0.2-2%, 

coal 12.2%). The caloric value of rice husks is high with an average 

of 3410 kcal/kg and can be used as one of the sources of renewable 

energy. 

There are several studies that discuss the use of rice husks 

as co-firing. Ríos-Badrá et al., The research is focused on the 

properties and physical and chemical characteristics of husk pellets 

as well as efforts to improve the quality of husk pellets by using a 

mixture of husk with other materials such as the addition of husk 

charcoal, used cooking oil and others [7]. 

The energetic potential of the briquette with a standard mesh 

size of babassu coconut and rice. Mulch layer bagasse of the 

babassu mesocarp combined with rice straw powder was used. 

Both particle size and ash content were evaluated. The results show 

that there is a viability in the use of the briquette of 50% babassu 

and 50% rice straw. From this work can be raised questions about 

how other waste can be availed, generating new research on 

biomass [8]. 

Susanto, et.al., In his study, the results of the comparison of 

mixing sub-bituminous coal biopellets and rice husks in portable 

boilers with variations of 100%:0%, 95%:5%, 85%:15% showed 

that the highest data was found in sub-bituminous coal fuel. without 

a mixture of rice husk biopellets that produce a load of 17 watts 

with voltage parameters of 265 V, current of 1.17 A, temperature 

of 456HAIC and turbine rotation of 718 RPM. Sub-bituminous 

coal fuel with the mixing of rice husk biopellets with a ratio of 

95%:5% with a load of 17 watts produces a voltage of 257 V, a 

current of 0.83 A, where the temperature produced in the ratio is 

452HAIC and the turbine rotation is 664 RPM [9]. 

Meanwhile, Muniroh, et.al., discussed the Business Model 

Canvas and Business Strategy of BUMD Rice Husk PT Gerbang 

NTB Emas as a Co-Firing Material for Renewable Electrical 

Energy. The results of the study provide an overview of the nine 

elementts of BMC and the formulation of the rice husk business 

strategy of PT Gerbang NTB Emas. In addition, there is a need for 

a strategy to overcome the Business Model Canvas on customer 

segment, channel and customer relationship elements to support 

the success of PT Gerbang NTB Emas' rice husk business [10]. 

In this study, the physical properties and optimization of 

briquettes made from rice husk and sawdust were carried out. The 

bio-waste material of homogeneous particle sizes of 0.5mm and 

two binders of 90:10 percentage compositions which were sun-

dried, prepared and compressed for the production of the 

briquettes. Energy valuation of the briquettes was carried out using 

a bomb Calorimeter. he results indicated that composite briquettes 

of mahogany sawdust and rice husk produced using starch gave the 

maximum energy value of 5.69kcal/g whereas those made with 

clay gave the least calorific value of 3.35kcal/g. This indicates that 

briquette from a composite of Mahogany sawdust/rice husk is, as a 

result, more appropriate for starting and retaining the fire for 

cooking and other domestic heating [11]. 

III. METHODOLOGY 

In this article, the methods used in this study are qualitative 

and quantitative descriptive based on literature review. The 

literature review information on the analysis of the use of rice husk 

waste used comes from journals/scientific articles/books related to 

the same topic. The discussion of the study began by examining the 

origin of rice husk waste and its waste characteristics. Then 

continued with a study on the processing and utilization of rice 

husk waste based on the data that had been obtained in the previous 

study. Collection of data on boiler equipment operating parameters 

and other supporting data (data for NPHR and SFC calculations). 

Data collection was carried out before Co-firing and during the Co-

firing process. Finally, the data that has been obtained from the 

joint literature review will be drawn into a conclusion of the 

analysis of the utilization of rice husk waste so that an informative 

data unit is obtained. 

To determine the effect of biomass co-firing on production 

costs, a comparison of SFC and production costs was carried out 

when using coal and during co-firing. For the calculation of 
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Specific Fuel Consumption (kg/kWh) is obtained using the 

equation. 

 

SFC = 
Total Fuel 

Awakened kWh 
                                     (1) 

    

 

 NPHR (Net Plant Heat Rate) is an indicator of the 

reliability and efficiency of a thermal plant, especially coal-fired 

power plants. The smaller the NPHR value, the more efficient the 

coal-fired power plant is declared and vice versa. For the 

calculation of NPHR can use the equation:  

 

NPHR = 
Fuel Consumption × Calorie Value 

Gen.output− Aux.  power
                      (2) 

 

To calculate the use of production costs so that they can be used as 

a comparative parameter for non-cofiring and co-firing, the 

equation. 

 

Production cost = Fuel Prices × SFC                             (3) 

 

 Next, the NPHR and SFC calculations are carried out 

using the data that has been taken, after the calculation is 

completed, the data comparison process is carried out. 

 Data comparison is to compare data before Co-firing and 

after Co-firing which results in the form of deviation values in each 

co-firing process. The data that is compared are the operating 

parameters of boiler equipment during commissioning with the 

current (full coal and co-firing) The results of SFC and NPHR 

calculations are compared between full coal and Co-firing. 

IV. RESULTS AND DISCUSSIONS 

 There is one steam power plant in the Lontar area, which 

uses rice husk biomass as a method of mixing coal fuel or so-called 

co-firing in order to carry out the government's program in 2021 as 

new and renewable energy (NRE) which is targeted in 2024 of 18 

GW by using a biomass portion of 2%-5% biomass mixed with 

coal. This co-firing is carried out in the context of Renewable 

energy efforts which is a general plan for national electricity with 

co-firing is expected to help the target that is the purpose of this 

plan. The co-firing is carried out using a direct co-firing scheme 

where biomass is mixed directly with coal before the combustion 

process or put into a coal feeder. The implementation of Co-firing 

is carried out from the data obtained is that for a period of 4 months 

from January-April 2024, PLTU Lontar has 3 Power Generation 

Units where from the data obtained every month the 

implementation of co-firing is carried out alternately, this happens 

because of the availability of rice husk biomass fuel and the rules 

for the implementation of co-firing are carried out only up to 5% 

of the total biomass used. 

 

Specific Fuel Consumption (SFC) 
 

 The SFC calculation is carried out to be able to find out 

the SFC value of how many Kg is needed to produce one kWh in a 

coal-fired power plant. Specific Fuel Consumption non-cofiring 

and cofiring for the period of January-April 2024, the dataused is 

one month of production where the total of 4 months of production 

is made per hour with the total data divided by 30 days and 24 

hours, from the data obtained to be assumed the use of co-firing for 

1 full month, for that the SFC calculation uses equation (1) which 

uses hourly parameters, Here's the equation (1). 

 

 

 

Table 1: Data non-cofiring. 

Moon Total Fuel (Kg) Awakened (kWh) 

January 171,709.82 272,926.45 

February 168,303.32 259,742.30 

March 162,693.43 269,789.23 

April 161,649.71 253,684.62 

Source: Authors, (2024). 

 

 Using the data in the table, the Specific Fuel Consumption 

(SFC) value can be calculated using equation 1. Results of the 

calculation of Specific Fuel Consumption in January. 

 

𝑆𝐹𝐶 =
171,709.82

272,926.45
= 0.629 𝐾𝑔/𝑘𝑊ℎ 

 

In the same way, the results of the calculation of the non-cofiring 

full consumption species for the period of January – April were 

obtained as shown in Table 1. 

 

Table 2: Non-cofiring SFC calculation results. 

Bulan SFC (Kg/kWh) 

January 0.629 

February 0.647 

March 0.603 

April 0.637 

Source: Authors, (2024). 

 

 The non-co-firing SFC value in Table 2 is influenced by 

the quality of coal fuel and the load conditions that must be 

accommodated by the coal-fired power plant, the lower the SFC 

value, the more efficient the fuel used. It can be seen that the SFC 

value from January to April has fluctuated although not 

significantly at only 0.6 kg/kWh, but this value has a great 

influence on the calculation of the production cost of a coal-fired 

power plant. 

Furthermore, when using the husks in the data in Table 3 

used Specific Fuel Consumption co-firing  

 

Table 3: Data co-firing. 

Moon Total Fuel (Kg) Awakened (kWh) 

January 171,709.82 285,260.53 

February 168,303.32 263,059.08 

March 162,693.43 284,690.17 

April 161,649.71 258,941.45 

Source: Authors, (2024). 

 

 Using the data in Table 3, the value of Specific Fuel 

Consumption (SFC) co-firing can be calculated using equation 1. 

Co-firing coal with a percentage of 2%, 4%, and 5% biomass mixed 

with the direct co-firing method, the direct co-firing method is by 

mixing coal directly with rice husk biomass that has been sorted 

before the fuel enters the coal feeder. The results of the calculation 

of the Specific Fuel Consumption co-firing in January. 

 

𝑆𝐹𝐶 =
171,709.82

285,260.53
= 0.601 𝐾𝑔/𝑘𝑊ℎ 

 

By using the same method, the results of the calculation 

of the Species full consumtion co-firing period for the period of 

January – April were obtained as shown in Table 4. 
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Table 4: SFC co-firing calculation results 

Moon SFC (Kg/kWh) 

January 0.601 

February 0.630 

March 0.571 

April 0.624 

Source: Authors, (2024). 

 

 The data obtained by using 4% co-firing in January was 

0.601 Kg/kWh, 5% co-firing in February was 0.639 Kg/kWh, 5% 

in March was 0.571 Kg/kWh, and 2% co-firing in April was 0.624 

Kg/kWh can be compared with non-cofiring data, the less fuel used 

(Kg) is used to produce per kWh. 

 

Net Plant Heat Rate (NPHR) 
 

 Net Plant Heat Rate is an indicator of the reliability and 

efficiency of a thermal plant, especially in coal-fired power plants. 

The result of the NPHR value is in the form of kcal/kWh assuming 

the use of co-firing for 1 month where how many calories are 

needed to produce one kWh, the smaller the NPHR value, the more 

efficient the coal-fired power plant is stated to be more efficient 

and vice versa (Table 5).  

 

Tabel 5: Net Plant Heat Rate data with full coal. 

Bulan 
Bahan 

bakar (Kg) 

Nilai Kalori 

(kcal) 

Gen. output 

(MW) 

Aux. 

Power 

(MW) 

January 171,709.82 4594.00 267.47 13.33 

February 168,303.32 4680.41 282.89 13.15 

March 162,693.43 4665.53 288.62 13.50 

April 161,649.71 4543.22 292.19 13.37 

Source: Authors, (2024). 

 

 The calculation of NPHR looks at the burning hours with 

the parameters of coal consumption (Kg), the value of calories 

produced during combustion time (kcal/kg), generator output and 

aux power or self-use. The calculation uses equation 2. NPHR in 

January 2024. 

 

𝑁𝑃𝐻𝑅 =
171709.82 ×4590.00

267.47−13.33 
= 3,101.2 kcal/kWh 

 

With the same calculation, the NPHR value presented in 

table 6 is obtained. 

 

Table 6: results of non-cofiring NPHR calculation. 

Moon 
NPHR 

kcal/kWh 

January 3101.23 

February 2945.33 

March 2758.98 

April 2633,99 

Source: Authors, (2024). 

 

 The results of the NPHR calculation with fuel parameters 

(Kg), calorie value (kcal), generator output (MW) and self-use or 

aux power (MW) produce a kcal/kWh value in Table 6 shows that 

in January it is 3101.23 kcal/kWh which means that 3101.23 kcal 

is needed to produce 1 kWh, the MW calculation is changed to kW 

and subtracted by self-use, in February the NPHR value is obtained 

of 2945.33 kcal/kWh by using fuel lower than In January, in March 

2024 the NPHR value was 2758.98 kcal/kWh with the use of fuel 

lower than in February, and in April it was produced from the 

calculation of the NPHR value of 2633.99 kcal/kWh which means 

that the NPHR value decreases every month, this value is also 

influenced by the fuel used and the amount of fuel recorded. 

Meanwhile, the NPHR value with co-firing is obtained 

from the data presented in Table 7. 

 

Table 7: net plant heat rate data with co-firing. 

Moon 
Bahan 

bakar (Kg) 

Nilai 

Kalori 

(kcal) 

Gen. 

output 

(MW) 

Aux. Power 

(MW) 

January 171,709.82 4213.98 267.47 13.33 

February 168,303.32 4212.55 282.89 13.15 

March 162,693.43 4132.23 288.62 13.50 

April 161,649.71 4126.43 292.19 13.37 

Source: Authors, (2024). 

 

The data obtained is data that is recapped for 1 month for 

fuel consumption into /30 days and divided by 24 hours with the 

data obtained. The calculation of NPHR at the percentage of 1-5% 

mixing biomass with coal is calculated using the following 

equation 2: 

 

NPHR in January 2024 

 

𝑁𝑃𝐻𝑅 =
171,709.82×4213.98

267.47−13.33
 = 2847.17 kcal/kWh 

 

The value obtained from the calculation will be compared 

with non-co-firing data, with the statement that the smaller the 

NPHR value, the more efficient a coal-fired power plant will be to 

produce 1 kWh. The following results of the NPHR calculation are 

shown in Table 8.  

 
Table 8: Net Plant Heat Rate co-firing results.  

Moon NPHR (kcal/kWh) 

January 2847.17 

February 2628.28 

March 2443.61 

April 2392.34 

Source: Authors, (2024). 

 

 Obtained from table 8 of 2847.17kcal/kWh for the month 

of January so per 1 kWh requires 2847.17 kcal needed to generate 

per kWh, in February the NPHR data of 2628.61 kcal/kWh this 

value is smaller than the value in January, in March the value 

obtained is also lower than the previous month with a value of 

2443.61 kcal/kWh as well as in April where the NPHR value is 

lower than the month previously it was 2392.24, the NPHR value 

obtained from the calculation will be compared with non-cofiring 

data, with the statement that the smaller the NPHR value, the more 

efficient a coal-fired power plant will be to produce 1 kWh. 

 

Cofiring and Non Co-firing 
 

 After obtaining the results of the SFC and NPHR 

calculations by comparing co-firing and non-co-firing assuming 

the use of 1 month of co-firing, this comparison was made in order 

to see the difference between SFC co-firing and non-co-firing as 

well as NPHR co-firing and non-co-firing, seeing how the 
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comparison of the two parameters is shown in Table 9 and Table 

10. 

 

Table 9: SFC Co-firing and Non Co-firing. 

Nilai SFC 
January 

(Kg/kWh) 

February 

(Kg/kWh) 

March 

(Kg/kWh) 

April 

(Kg/kWh) 

Non Co-

firing 
0.629 0.647 0.603 0.637 

Co-firing 0.601 0.639 0.571 0.0624 

Source: Authors, (2024). 

 

 The results of the value in Table 9 can be said that SFC 

Co-firing is lower than the value of non-co-firing SFC, which 

means that the value of SFC Co-firing is better because it only 

requires a low value to produce 1 kWh. 

 
Table 10: NPHR Co-firing and Non Co-firing. 

Nilai 

NPHR 
January 

(kcal/kWh) 

February 

(kcal/kWh) 

March 

(kcal/kWh) 

April 

(kcal/kWh) 

Non 

Co-

firing 

3101.23 2945.33 2758.98 2633.99 

Co-

firing 
2847.17 2628.28 2443.61 2392.34 

Source: Authors, (2024). 

 
 The results of the NPHR comparison in Table10, that with 

a lower co-firing value which means more efficient because it only 

requires a small amount of kcal needed to produce 1 kWh where 

the lower the NPHR value the better, the co-firing value and the 

non-co-firing value are compared with each other to see how much 

kcal it takes to produce 1 kWh. 

 

Production Cost 

The total cost incurred for coal and the calculation of 

production costs using equation 3. With the production cost of a 

sample of the January production as follows: 

 

Production cost = Rp.1052,33 ×0,629 = 661.91 Rp/kWh 

 

For the production cost with non-co-firing SFC requires Rp.661.91 

per kWh, the results of the calculation are shown in Table 11 as 

follows. 
 

Table 11: Coal Production Costs.  

Moon 
SFC 

(Kg/kWh) 

Coal Fuel Prices 

(Rp) 

Production Cost 

(Rp/kWh) 

January 0.629 1052.33 661.91 

February 0.6470 1052.33 680,85 

March 0.603 1052.33 634,55 

April 0.637 1052.33 670,33 

Source: Authors, (2024). 

 

Meanwhile, the cost of co-firing production which is the 

total cost incurred for coal and the calculation of production costs 

uses equation 3. The calculation for January is as follows: 

 

Production cost = Rp.570.58 ×0,601 = 342.91 Rp/kWh 

 

For the production cost with non-co-firing SFC requires 

Rp.342.91 per kWh, the results of the calculation are shown in table 

12 as follows. 

 

Table 12: Biomass Production Costs  

Moon 
SFC 

(Kg/kWh) 

Coal Fuel 

Prices (Rp) 

Production Cost 

(Rp/kWh) 

January 0.601 570.58 342,91  

February 0.639 570.58 364,60 

March 0.571 570.58 325,80 

April 0.624 570.58 356,04 

Source: Authors, (2024). 

 

 Based on the results in Table 12, the calculation of SFC 

co-firing with a biomass price of Rp 570.58 per kg shows that the 

average cost required for producing 1 kWh is Rp 350.00. Without 

co-firing, the production cost in January amounted to Rp 

135,948,091,753.98, while with co-firing, it was reduced to Rp 

70,429,454,371.98. This indicates a cost reduction of nearly 50% 

when compared to using coal alone. In February, it is estimated that 

the monthly production cost was Rp 128,954,719,359.00, whereas 

the co-firing production cost was only Rp 69,056,166,084.00. 

Similarly, in March, the production cost without co-firing was Rp 

130,068,104,586.00 compared to Rp 66,781,480,536.00 with co-

firing. In April, the production cost without co-firing reached Rp 

124,974,879,968.52, while the co-firing production cost was Rp 

66,379,329,977.76. From these assumptions, it is concluded that 

using co-firing for one month can significantly reduce production 

costs. 

V. CONCLUSIONS 

Co-firing technology, which mixes coal with biomass such 

as rice husks, has the potential to reduce coal use in coal-fired 

power plants (PLTU) in Indonesia. In the Lontar area, which has a 

lot of rice husk waste, this co-firing design aims to support 

renewable energy and reduce dependence on coal. 

 The use of a mixture of 2-5% biomass showed an increase 

in PLTU efficiency, with significant fuel cost savings of IDR 9.24 

billion in 4 months, and an average production cost of IDR 

346.77/kWh. Therefore, from an economic and technical 

perspective, co-firing is worth continuing in the future. 
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Indonesia has many construction companies due to its growing building construction sector. 

The productivity of heavy equipment plays a crucial role in project completion time and 

construction costs. A study comparing casting volume using Revit software is essential for 

the construction sector. Researchers are using Revit software to determine casting materials 

and assess casting equipment's productivity, such as portable pumps used for casting beams 

and floor slabs, concrete buckets used for casting columns, and casting costs. This 

quantitative research is a testament to our commitment to precision, as it utilizes actual 
project data, such as daily casting mapping and concrete supply. The data is then 

meticulously processed to produce output, such as differences in concrete volume between 

Revit software and on-site realization, the productivity of casting equipment, and casting 

costs. The analysis shows significant differences in material usage for casting on the 10th 

and 11th floors, directly impacting future construction projects' efficiency and cost-

effectiveness. 
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I. INTRODUCTION 

Project construction involves various activities to achieve 

specific objectives within a defined timeframe. It requires adequate 

resources such as skilled labor, materials, equipment, and practical 
implementation methods. Additionally, it involves managing costs 

and adhering to project timelines with a clear beginning and end 

[1]. A construction project is a series of well-planned, short-term 

activities that yield prompt and effective results. The 5M factors 

(man, materials, machine, money, and method) are pivotal in the 

decision-making process of a construction project [2],[3], [4]. 

These factors, which encompass human resources, building 

materials, construction equipment, project budget, and 

construction methods, guide the project's progression, ensuring the 

right tool weight, material selection, material volume, and 

workforce allocation. 
Tool-heavy equipment is integral to civil engineering, as 

these specialized tools aid in various stages of the construction 

process, from laying the foundation to completing the roof [5]. 

They are particularly crucial in large-scale construction projects 

[6], where their use is essential for efficiency and timely task 

completion, resulting in the desired output within a shorter 

timeframe. 

The tower crane is primarily composed of critical 

components such as the base section, mast section, climbing frame, 

support frame, slewing ring, slewing mast, cat head/tower top, jib, 

counter jib, counterweight, cabin sets, access ladder, trolley, hooks, 

and tie ropes[7],[8]. Each of these components plays a crucial role 

in the operation of the tower crane. The tower crane's functions 

include vertical movement (hoisting) for lifting and lowering loads, 

horizontal movement (trolley) for track traversal, and rotational 

movement (swing) for job rotation. The tower crane facilitates 

concrete movement from a truck mixer to the casting location using 

concrete buckets attached to the crane's hook[9],[10]. 

Nearly a century ago, Max Giese and Fritz Hull proposed 

pumping concrete [11]. This technique allows for quicker concrete 
delivery and `construction, setting new pumping height records. 

However, it can be complex and hazardous, leading to annual 

accidents [8],[12],[13]. Practical guidelines have been developed, 

and a versatile portable pump, the Frog Pump, can reach heights of 

over 200 meters, making it invaluable for high-rise construction 

[14-16]. On the other hand, a tower crane is a powerful and robust 

piece of equipment used for hoisting and transporting materials to 

elevated or high locations [17]. Typically employed in building 

construction projects, the tower crane is crucial in lifting heavy 

materials to facilitate construction work at great heights[18]. 

However, it is essential to note that in specific projects, using tower 

cranes may be challenging and necessary. Alternatives exist, and 
the decision to use this specific tool depends on the nature and 
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requirements of the project, keeping in mind the substantial weight 

of the materials being handled.  

These factors necessitate the contractor to carefully select 

suitable equipment, sources, power people, and project costs [19]. 

In project development, tools play a pivotal role in construction 

work. Emphasizes that a tool's operation's function and method, 

including its efficiency, safety features, and ease of use, must be 

thoroughly evaluated during the selection process to ensure optimal 

productivity [20]. This emphasis on efficiency empowers the 

audience, making them feel in control of the project's success [21]. 
Productivity is a critical factor that significantly influences 

the results of a construction project. Increased productivity can 

reduce the time spent on a project, reducing costs [22]. Conversely, 

tools that hinder productivity can inconvenience workers and 

inflate costs, underscoring the weight of each decision in project 

development. This highlights the audience's responsibility and 

accountability in ensuring optimal productivity, empowering them 

to make decisions integral to the project's success. 

Chacón, highlight that work casting, as one component of 

many, significantly affects the speed of a project [23]. The large 

volume of construction beams and plates on the floor means that 
the productivity of all casting equipment directly impacts the 

project's time and costs [24-26]. It underscores the importance of 

your role in cost management. Your expertise and decisions are 

crucial in managing the costs and ensuring the project's success, 

making you an integral and valued part of the project's success.  

Based on the description, the researcher will evaluate 

casting volumes in the field with volume calculation with Revit 3D 

software, productivity in tools casting concrete bucket and pump 

portable (Frog Pump), and cost foundry. 
 

II. MATERIALS AND METHODS 
 

II.1 MATERIALS 

The research will analyze the casting columns, beams, and 

floor plates evaluation on Floor 10 and Floor 11 for the Surakarta 

Mother's Hospital Building construction project. The study will 
also analyze the productivity of crucial construction equipment 

such as the Portable Pump (Pump Frog) and the Tower Crane with 

a bucket, which plays a crucial role in the construction process. 

Count productivity on the 10th floor and 11th floor of the tool 

heavy pump portable for casting columns, beams, and plates, as 

well as productivity bucket on the Tower Crane For casting 

columns. The Unit Price Analysis Work (AHSP) for casting will 

also be evaluated. The project location can be seen in Figure 1, 

which depicts the conditions, environment, and boundaries of the 

construction site. 

 

 
Figure 1: Mother's Hospital Building Construction Project Location. 

Source: Author, (2024). 

II.2 METHODS 

Our data collection process is thorough and reliable. We 
will obtain primary data directly from sources for specific 

calculations and gather secondary data from oral or written sources 

for various preparations. Once all the necessary data for the final 

project is collected, it will be meticulously processed using Revit 

3D software for 3D modeling software [27], [28], ensuring the 

results' reliability and your confidence in the project's outcomes. 

Calculating time delay and adequate time will be required 

to calculate the productivity count for casting beams and floor 

plates using the Portable Pump (Pump Frog). The productivity 

count for casting columns using the Tower Crane with a bucket will 

involve necessary times for hoisting, slewing, trolley movement, 
landing, unloading, and loading. Furthermore, a calculation 

coefficient will be used to analyze price units, considering human 

resources, building materials, construction equipment, project 

budget, and construction methods. These factors guide the project's 

progress and ensure proper consideration for tool weight, material 

selection, material volume, and workforce allocation. Flow 

diagram research that can seen in Figure 2. 

 

 
Figure 2: Research Method Flow Diagrams. 

Source: Author, (2024). 

III. RESULTS AND DISCUSSIONS 

An evaluation casting was conducted to assess the 

suitability of the Revit 3D application in the field for constructing 

building. The analysis revealed that the casting zone on the 10th 

floor included casting head columns, beams, and plates. This 

information is presented in Figure 3. Figure 4 shows the 3D image 

of the casting zone on the 11th floor, including casting head 

columns, beams, and plates. 
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Figure 3:  Displays the 3D view of the casting zone on the 10th 

floor of building. 

Source: Author, (2024). 

A comparison of the evaluation output results for casting 

concrete on the 10th floor using Revit 3D and the actual field 

conditions is presented in Table 1. The results indicate significant 

differences in the volume calculations for Zones 2, 3, 6, and 7. 

These differences, which are crucial for our project, may be 
attributed to waste and leftovers, as well as nonconformity in the 

plate floor or lack of precision by 125 mm. A graphical 

representation of the differences in the results is shown in Figure 

5. 

 

 
Figure 4:  3D View display 11th Floor Foundry. 

Source: Author, (2024). 

Table 1: Comparison Results of Concrete Volume with BIM 

Revit 3D and Realization 10th Floor Field. 

Zone 
Realization Field 

(m3) 
BIM Revit 3D 

(m3) 
Difference (m3) 

1 54 54.7 0.70 

2 66 61.26 4.74 

3 50.07 44.46 5.61 

4 18.00 10.64 7.36 

5 37.08 34.22 2.86 

6 48 40.05 7.95 

7 72 61.45 10.55 

8 48 44.24 3.76 

9 5,811 4.18 1.63 

Source: Author, (2024). 

 
Figure 5: Concrete Volume Analysis Graph in the Field with 

Revit 3D. 

Source: Author, (2024). 

Similarly, the evaluation output results for casting concrete 

on the 11th floor are presented in Table 2, indicating differences in 

volume calculations for Zones 2, 5, and 6. These differences, which 
underscore the need for precision in our work, may be attributed to 

factors such as waste and leftovers, as well as nonconformity in the 

plate floor or lack of precision by 125 mm. A comparative analysis 

graph is presented in Figure 6. 

 

 Table 2: Comparison Results of Concrete Volume with BIM 

Revit 3D and Realization 11th Floor Field. 

Zone Realization Field(m3) BIMRevit 3D(m3) Difference(m3) 

1 54 53.72 0.28 

2 72 60.62 11.38 

3 60 52.52 7.48 

4 84 80.26 3.74 

5 66 52.47 13.53 

6 42.8 31.27 11.53 

Source: Author, (2024). 

 
Figure 6: Comparative Analysis Graph of 11th Floor Concrete Volume. 

Source: Author, (2024). 
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Figure 7: Effect of Volume and Time on Productivity of Portable 

Pumps. 

Source: Author, (2024). 

Calculating Portable Pump Productivity (Frog Pump) 

derived from concrete supply and sample intervals is a meticulous 

and precise process. This data is then analyzed, considering time 

delay, effectiveness, and total Time. The delay influences the total 

Time in the day. The average productivity of the portable pump at 
the foundry plate on the 10th floor and 11th floor, as seen in Table 

3, is a result of these precise calculations, ensuring the accuracy of 

the results. This study comprehensively analyzes the effect of 

Volume and Time on productivity. Figure 7 illustrates the factors 

that significantly impact productivity, underlining the 

thoroughness and importance of this analysis, which is crucial for 

understanding the dynamics of portable pump productivity.  
 

Table 3: Average Productivity of Portable Pumps in Foundries 

plate 10th Floor and 11th Floor. 

Zone  
10th floor 11th floor 10th floor 11th floor 

(m3 /hour) (m3 /hour) (m3 / day) (m3 / day) 

1 14,15 11.32 113.19 90.63 

2 11.55 8.92 92.36 71.4 

3 9.53 9.18 76.24 73.50 

4 6.43 11.74 51.43 93.99 

5 8.89 9.30 71.11 74.42 

6 7.27 10.22 58.18 81.77 

7 9.77 - 78.19 - 

8 9.06 - 72.45 - 

9 4.83 - 38.61 - 

Average 9.05 10,11 72.42 80.95 

Source: Author, (2024). 

The Figure 6 shows the R Square values (R2) for Volume 

(X1) and Time (X2) as predictors of productivity. Volume has a 

moderate R2 value of 0.3804, while Time has a weak R2 value of 

0.0362. The correlation coefficients (r) for Volume and Time are 

0.144 and 0.001, respectively, indicating weak correlations with 

productivity. This comprehensive analysis considers both variables 

simultaneously and independently. The results indicate a strong 
relationship between Volume and time (independent variables) and 

productivity (dependent variable), explaining 77.77% of the 

productivity. 

Concrete buckets and heavy tower cranes are used at the 

foundry to construct columns. The tower crane GHD7032-12 is 

used for casting columns. It is fast, agile, and efficient. Table 4 

shows the average productivity of tower cranes with concrete 

buckets on the 10th and 11th floors. This table also analyzes the 

influence of volume and time on productivity, as depicted in Figure 

8. 

 

Table 4: Average TC Productivity with Concrete Bucket Floor 10 

and Floor 11. 

Kolom 
10th floor 11th floor 10th floor 11th floor 

(m3 /hour) (m3 /hour) (m3 / day) (m3 / day) 

1 4.79 4.53 38.39 36.25 

2 2.25 3.84 18.01 30.77 

3 3.96 4.66 31.68 37.31 

4 4.93 4.33 39.47 34.69 

5 3.72 5.44 37.78 43.52 

6 4.70 5.48 37.61 35.90 

7 4.99 5.21 39.91 41.71 

8 5.27 5.21 42.23 41.75 

9 7.96 4.96 63.69 39.75 

10 - 5.06 - 40.54 

Average 4.84 4.78 38.76 38.22 

Source: Author, (2024). 

Figure 8: Chart Effect of Volume and Time on TC Productivity 

with Concrete. 

Source: Author, (2024). 

The R Square value determines how well the independent 

variables (volume and time) predict the dependent variable 

(productivity). The obtained R2 values for volume and time are 

considered weak, indicating a weak correlation between these 

variables and productivity. The analysis indicates that volume and 
time have a feeble influence on productivity, with an R2 value of 

0.0056. 

Based on the meticulously calculated productivity for 

casting columns, beams, and plate floors, the researcher can 

estimate the cost of the concrete volume using two different tools. 

The Portable Concrete Pump (Frog Pump) is used for casting 

beams and plate floors, while TC with Concrete Buckets is used for 

casting columns. By calculating the cost of casting one cubic meter 

for each zone, we can determine the total costs for casting columns 

on the 10th and 11th floors. The prices are based on Unit Price 

Analysis Work of Surakarta and can be found in Table 5. 
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Table 5: Recapitulation of Total Column Casting Prices. 

Floor Zone 
Volume 

(m³) 

Cost 1 m³ 

(IDR) 

Total cost 

(IDR) 

10 

Zone 1 13.16 1,123,560 14,613,496 

Zone 2 2.52 1,135,618 2,806,825 

Zone 3 4.80 1,133,397 5,332,928 

Zone 4 10.36 1,124,434 11,506,935 

Zone 5 10.08 1,126,765 11,189,055 

Zone 6 10.92 1,124,129 12,126,075 

Zone 7 3.64  1,123,434 4,041,374 

Zone 8 5.04  1,126,957 5,594,942 

Zone 9 12.32 1,123,076 13,665,058 

11 

Zone 1 6.44 1,126,142 7,152,023 

Zone 2 9.24 1,124,933 10,266,891 

Zone 3 15.40 1,123,247 17,101,265 

Zone 4 11.20 1,124,434 12,439,929 

Zone 5 5.88 1,126,765 6,438,147 

Zone 6 5.32 1,125,060 5,908,361 

Zone 7 3.64 1,122,469 4,040,916 

Zone 8 4.48 1,130,292 5,908,361 

Zone 9 2.24 1,141,056 2,487,027 

Zone 

10 
4.48 1,130,584 4,973,799 

Source: Author, (2024). 

Evaluating the productivity and cost of concrete casting for 

structural elements, such as slabs and columns, involves a 

comprehensive analysis of various factors, including labor and 

equipment. As civil engineers, construction project managers, and 

professionals involved in concrete casting operations, your role is 

integral in this process. Casting productivity is greatly influenced 

by the efficiency of tools and labor, which directly affects the 

output in the casting process [29]. Research shows that the 

productivity of casting using a concrete pump is higher than using 
a tower crane. These differences highlight the importance of 

selecting the right tools to improve productivity metrics, which is 

essential for identifying areas for improvement in foundry 

operations [30]. In addition, labor efficiency is essential in reducing 

costs and increasing overall productivity in concrete casting [31]. 

Therefore, a thorough evaluation of labor and equipment and 

productivity metrics, with your active involvement, is essential to 

improve the efficiency and cost-effectiveness of concrete casting 

for structural elements [32]. 

 

IV. CONCLUSIONS 

Our study analyzed casting productivity on the 10th and 

11th floors. We found discrepancies in zones 1-9 on the 10th and 

1-6 on the 11th floors. Productivity of foundry beams and plates, 

time with buckets, and TC productivity were compared. Our 

analysis revealed a significant influence of volume and time on 
productivity, with a correlation of 0.60. The cost for casting beams 

and plates on the 10th floor was IDR 530,670,938; on the 11th 

floor, it was IDR 469,403,363. The total cost for casting columns 

was IDR 80,876,688 on the 10th floor and IDR 75,781,783 on the 

11th floor. 
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Industrial motor drives, particularly three phase induction motor drives, have been 

adopting Modular Multilevel Converters (MMC). MMC is utilized in the design of power 

and control circuits to give the appropriate switching sequences that yield the 

corresponding output voltage levels. This paper describes the Alternate Phase opposition 

Disposition Pulse Width Modulation (APOD-PWM) method and fuzzy logic controller 

used to regulate the 5-level MMC topology of an induction motor. The MMC's switching 

mechanism is essential for enhancing the induction motor drive's power quality. The 

converter can be used as a source of controlled voltage because it has numerous distinct 

voltage levels accessible. Researchers have improved the application of fuzzy logic for 

Direct Torque Control (DTC) in variable speed drives that rely on multilevel inverters in 
the past few years. The MATLAB/SIMULINK simulator is the foundation of our 

suggested method, which measures the effectiveness of direct torque control with respect 

to ripple in current, speed, torque, and transient response. Both the fuzzy logic controllers 

(FLC) as well as the PID controller were compared in this study. THD content will 

significantly decrease as a result of this. 
 

Keywords: 

Direct Torque Control-DTC, 

Modular Multilevel Converter –

MMC, 

Fuzzy Logic Controller- FLC. 
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I. INTRODUCTION 

Power electronic converters, such as multilevel inverters, 

are essential of the development of AC motors due to their 

excellent power abilities, reduced switching losses, and effective 

electrical performance, strong electromagnetic compatibility, and 

decreased output waveform harmonic content. Multilevel 

inverters provide a viable option for outdoor applications where it 

is not possible to cable AC power to the desired area and at which 
a driving unit with a fixed or varying speed is needed. Output 

waveforms inverter becomes significantly more similar to the 

sinusoidal waveform [1]. 

First described by [2], the Modular Multilevel Converter 

(MMC) is an architecture that offers benefits for high power 

utilizations.  It is appropriate for HVDC of excellent performance 

[3]. Additionally, motor drives and STATCOM employ it [4],[5].  

T. Nougouchi and Depenbrock [6],[7] developed the direct torque 

control approach for induction machine control, which was first 

published in the literature in the middle of the 1980s. The 

following severity is provided by this method: [8-10]. The 

disadvantages of a DTC system with hysteresis controllers are 

torque ripple, current, and variable switching frequency. 

Because of their straightforward design and excellent 

performance under a variety of operating circumstances, PI-type 

controllers are the most often used controller in industrial 
applications [11]. The key issue with that controller is the proper 

selection of PI gains, as well as the fact that employing fixed 

gains may result in the controller failing to provide the 

appropriate control performance when plant characteristics and 

operating conditions change [12]. 

In [13-17], the performance of a 3-phase induction motor 

with DTC was reported when it was operated from MMC using 

the carrier-based Phase Opposition Disposition (POD PWM) 

approach. In [18],[19], 3-Level MMC employed a Fuzzy Logic 

Controller in conjunction with APOD-PWM technique. The 

current work used a simulator (MATLAB/SIMULINK) to 

determine the ripples in current, dynamic responsiveness, torque, 
and speed of a 3-Φ induction motor with DTC. The proposed 
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architecture is a 5-level MMC with APOD-PWM strategy, which 

incorporates and combines both PI and fuzzy controllers. 

 

II. PROPOSED MMC TOPOLOGY 

As a unique hybrid arm multipolar cell topology, 100% of 

the arms' unipolar cells are connected to the grounding pole and 

100% of the arms' bipolar cells are detached (Figure 1). 

 

 
Figure 1: Depicts MMC's fundamental topology. 

Source: Authors, (2024). 

Basic formulas 

All phase's SMs are arranged into two blocks according 

to the voltages Vla (lower arm) and Vua (upper arm). Per SM's 

capacitor is maintained full at a voltage of Vc = VDC/n. 

The equations connecting DC and AC voltage can be 

found using an upper or lower arm:  

 

                                   𝑉𝑜𝑎 =
𝑉𝐷𝐶

2
− 𝑉𝑢𝑎 − 𝐿 

𝑑𝑖𝑢𝑎

𝑑𝑡
                              (1) 

 

                                     𝑉𝑜𝑎 = −
𝑉𝐷𝐶

2
+ 𝑉𝑙𝑎 + 𝐿 

𝑑𝑖𝑙𝑎

𝑑𝑡
                         (2) 

 

For each of the arms, the currents are: 

 

                                                 𝐼𝑢𝑎 =
 𝐼𝑎

2
+

𝐼𝐷𝐶

3
+  𝐼𝑧𝑎                                       (3) 

 

                                                𝐼𝑙𝑎 = −
 𝐼𝑎

2
+

𝐼𝐷𝐶

3
+ 𝐼𝑧𝑎                                        (4) 

 

Where,  𝐼𝑧𝑎= circulating current 

 

III. CONTROL AND MODULATION OF MMC 

The regulation of terminal voltage as well as current is one 

of MMC's main challenges. Controlling both the ac and dc 

voltages is therefore essential.  

The controlled variable may vary based on the subject of 

the investigation. MMC enable energy exchange between the 

input and output stages [20]. Further, significant considerations 

that must be made in the design and operation of MMC include 

arm current management, suppressing circulating currents, and 
balancing capacitor voltage [21]. Alternative research as listed in 

[22],[23] provide an extensive discussion of PWM approaches. 

Several studies have been carried out [24-28] on the 

modulation of the MMC converter. PWM-based modulation 

techniques are most suited for MMC converters due to their 

modularity and simplicity of implementation. For MMC control, 

several pulse width modulation (PWM) approaches were 

examined [29].  
 

 
Figure 2: Illustrates the carrier-based APOD-PWM method. 

Source: Authors, (2024). 
 

The carry signal (message signal) and a reference signal 

(sinusoidal, triangle, ramp, etc.) are compared when carried-based 

PWM is used. This results in the generation of gating pulses, 

which in turn activate the switches on the arms. PWM technique 

refers to the signal generation process. An Alternative Phase 

Opposition Disposition PWM (APODPWM) technique (Figure 2) 

was taken into consideration in this work. This system alternates 

between using out-of-phase and in-phase carrier waveforms.  
 

IV. FUZZY LOGIC CONTROLLER 

The concept of fuzzy logic is comparable to human senses 

and cognition. For the fuzzy logic approach to be used in a real 

usage, the three steps that follow need to be completed: 
           1. The process of converting crispy or traditional 

information into fuzzy data, also known as Membership 

Functions (MFs), is called fuzziness.  

           2. Fuzzy Synthesis Procedure: Blend control constraints 

and functions for membership to produce the fuzzy outcome.  

           3. Defuzzification is: Various techniques are applied to 

determine each related result, which is then arranged in an array 

known as a lookup table.  

According to the information being provided, choose the 

appropriate output from the lookup table for an application. The 

electromagnetic torque error is fizzed using five fuzzy subsets: 

Negative Big (NB), Negative Small (NS), Zero (Z), Positive 
Small (PS), and Positive Big (PB). Figure 3 (a) shows an 

assessment of their membership functions. Three fuzzy subsets of 

the error of flux are fuzzy: Negative (N), Zero (Z), and Positive 

(P). Figure 3(b) provides an assessment of their membership 

functions. 
 

 
Figure 3. Fuzzy membership functions for input variables (error 

of torque and flow).  

Source: Authors, (2024). 
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V. DIRECT TORQUE CONTROL 

DTC for induction machines is becoming the superior 

substitute for field-oriented control techniques. In comparison to 

the vector control system, the configuration is significantly less 

complicated because PI regulators and positional conversions 

between synchronous and stationary frames are not included. 

Additionally, it does not require a position encoder or PWM, 

which add latency and call for mechanical transducers, 

respectively. DTC-based drives don't use the current regulation 

loop; instead, they are managed similarly to a closed loop system 

(Figure 4).  
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Figure 4: DTC based circuit. 

Source: Authors, (2024). 

 

Stator voltage is 𝑢𝑠 = 𝑅𝑠𝑖𝑠 +
𝑑

𝑑𝑡
𝜆𝑠                               (5) 

 

To calculate torque   
 

                 𝑇𝑒 =
3

2
𝑝𝑛𝜆𝑠 ∗ 𝑖𝑠                             (6) 

 

Stator linkage flux 

 

 𝜆𝑠 = 𝐿𝑠𝑖𝑠 + 𝐿𝑚𝑖𝑟 =
𝐿𝑠

𝐿𝑚
(𝜆𝑟 − 𝜎𝐿𝑟𝑖𝑟)             (7) 

 

   It's possible to calculate torque and flux using the 

formulae above. 

The fundamental idea of DTC is to concurrently select the 

best inverter switching modes and directly manage the machine's 

electromagnetic torque and stator flux linkage.  

 

VI. SIMULATION VIEW OF CIRCUIT 

The values of induction motor were shown in Table 1. 

 

Table 1: Induction Motor Details. 

Parameter Rating 

Nominal power 2237VA 

Voltage Line-Line 220V 

Stator resistance 0.436Ω 

Stator inductance 0.003H 

Rotor resistance 0.818Ω 

Rotor inductance 0.003H 

Source: Authors, (2024). 

Speed was considered as 1000, 700, 500, 100, -600 at 0, 1, 

3, 5, 7 seconds respectively. 
 

 
Figure 5: The simulation circuit. 

Source: Authors, (2024). 
 

 
Figure 6: Inside the Fuzzy sub system. 

Source: Authors, (2024). 
 

Table 2: Controller details. 

Controller Gain Value 

Torque Kp =1.3, KI = 100 

Flux Kp =200, KI = 3000 

Source: Authors, (2024). 

VII. RESULTS AND DISCUSSION 

PI CONTROLLER 

 
Figure 7: Voltage across inverter. 

Source: Authors, (2024). 

 

 
Figure 8: Current of inverter.  

Source: Authors, (2024). 
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Figure 9: Speed of induction motor.  

Source: Authors, (2024). 
 

 
Figure 10: Torque of induction motor.  

Source: Authors, (2024). 
 

 
Figure 11: Stator current of motor.  

Source: Authors, (2024). 

 

FUZZY LOGIC CONTROLLER 

 
Figure 12: Voltage across inverter.  

Source: Authors, (2024). 

 

 
Figure 13: Current at inverter.  

Source: Authors, (2024). 

 

 
Figure 14: Speed of induction motor. 

Source: Authors, (2024). 
 

 
Figure 15: Torque of induction motor.  

Source: Authors, (2024). 
 

 
Figure 16: Stator current of induction motor.  

Source: Authors, (2024). 

 

The results seem to be the same for both scenarios, yet the 

Fuzzy MMC has a smaller percentage than the PI MMC when 

compared to THD values. The voltage THD value for PI MMC is 

5.28%, while the fuzzy THD value is 4.52%. The maximum 

speed achieved with Fuzzy MMC is 997.28 rpm and with PI 

MMC is 996.46 rpm. 

 

Table 3: Performance Comparison. 
 

S. No Parameter 5-L MMC 5-L F MMC 

1 Voltage (V) 246.43 246.43 

2 Current(A) 4.45 4.45 

3 Speed (rpm) 996.46 997.28 

4 Torque (N-m) 5.08 5.06 

5 Stator Current(A) 4.39 4.32 

6 THD 5.28% 4.52% 

7 current ripple(p.u) 0.12 0.02 

8 torque ripple(p.u) 0.001 0.0003 

9 Peak Time(s) 0.073 0.03 

10 Settling Time(s) 0.154 0.102 

Source: Authors, (2024). 
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VIII. CONCLUSUION 

Employing MATLAB/SIMULATION, the application of 

fuzzy MMC and PI MMC topology to the control of a three-phase 

induction motor was observed and compared. Fuzzy MMC 

topology performs better than PI MMC topology because it has a 

higher maximum speed attain value, a lower torque value, and 

less harmonic content. 
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Electric energy demand forecasting model is an essential tool in the course of planning in 

electricity industry. Though, there has been increasing concern to fix models for various 

domains. The adequacy and accuracy of these models for forecasting reasonable energy 

generation capacity, scheduling and system management planning are paramount. 

Inaccurate model will give forecasting that are either underrated that will incapacitate socio-

economic growth by not supply enough electrical energy for development, or overestimated 

leading to excess electrical energy generation without commensurate returns on investment, 

another form of economic jeopardy. In this paper, Assessment of the adequacy of Electrical 

Energy Demand Forecasting Model for the Nigeria Power Distribution System via 

Stationarity test was performed as crucial stage in development of time series technique of 

energy demand forecast model. In the stationarity investigation of data set under the null 

hypothesis as a test tool for the confirmation of stationarity and non-stationarity of energy 
demand data for processing and further analyses of energy demand in power distribution 

system in Nigeria. Data were collected from five 33kV feeders each with sixty-point of 

monthly peak Load demand for five years (2015-2019) from Ibadan Electricity distribution 

Company (IBEDC). R- Software was used as optimization tool for the analyses. The end 

result was interpreted by Critical values for Augmented Dickey-Fuller method.  Findings 

shows that data from three of the feeders were non-stationary they will go through data 

differencing to make the data suitable for further investigations as a mixture of an 

autoregressive integrated moving average ARIMA while two are stationary and can be 

authenticated for further analyses. The application of this test to further difference the 

datapoints that are non-stationary will lead to stationary dataset, hence, give viable model 

for accurate energy demand forecasting model development. 
 

Keywords: 
Stationarity,  

Augmented Dickey-Fuller,  

Peak- Load,  

Feeders,  

Differencing  

 

 

Copyright ©2024 by authors and Galileo Institute of Technology and Education of the Amazon (ITEGAM). This work is licensed 
under the Creative Commons Attribution International License (CC BY 4.0). 

 

I. INTRODUCTION 

Nigeria a nation producing electrical energy in anticipated 

large quantity for more than a decade, the rate at which electrical 

energy supply support structure and expansion in the country is 

poor, hence, power supply remains insufficient to meet the people 

demand [1]. Nigeria been the most populous country in Africa with 

over two hundred million population, meeting the electrical energy 

demand of the inhabitants in this era is a big task, a high volume of 

production activities and more demand for electrical energy is 

expected, for these reasons the government privatized Power sector 

in 2013, in anticipation to bridge demand-supply gap. However, 

the result was far from expectation, rather the heights of the tasks 

was changed, the gap is wider with population and socio-economy 

growth [1],[2]. 

Currently, over forty percent of the total inhabitants of 
Nigerians are off national grid [3]. The remaining 59.3% though 

connected, reliable power supply poses serious challenges nearly 

ninety-percent of the energy demanded is not met. In the Nigerian 
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Energy sector study, it was estimated that electricity demand will 

rise to the tune of 213,122 MW by 2040. Although the results of 

these studies be at variance extensively, the fact remains that there 

is wide gap in electrical energy demand and supply profile. In the 

coming years, industrial, commercial and domestic electricity 

demand is expected to rise considerably. Domestic demand with 

lion share will have rapid growth as a result of expansion at a 

reasonable rate yearly and growth in population that is estimated at 

2.7% per annum. [4],[5] 

Reliable power supply is an inevitable infrastructure for the 
economic growth of any nation. Yet, insufficient energy supply, in 

the presence of ever-increasing energy demand characterized by 

the unreliability, forced power outage, and unplanned load-

shedding is rampant in Nigeria a supposed developing nation. 

Energy management and planning is one of the major ways of 

obtaining a reliable power supply and forecasting of energy 

demand is an optimization tool in power system planning and 

management. To obtain adequate and reliable forecasting 

algorithm is an immense challenge. The decision, therefore, to 

eliminate or minimize the risk of either inadequate or over-

estimated power demand with the aid of careful planning and 
application of useful tools such as forecasting that is accurate is a 

necessity [6].  

In the light of above-mentioned facts, there is a need for 

adequate planning using the appropriate forecasting model as a tool 

for accurate energy demand for the teeming population. However, 

time series model is one of the most effective models for energy 

demand because it gives room for trends and variations, this is of 

course the choice for this study, however, to achieve this the 

historical data for the time series analysis must be stationary [6].            

Identification of stationary data phases in time series is an essential 

step in data mining and analysis. By statistical rule, data with 

constant mean, variance and covariance are stationary [7],[8]. 
Stationarity indicates that the mathematical features of a time series 

or the data mining that produced the series does not vary for some 

period of time [7]. Time series data may either stationary or not. 

Stationarity sequences are values that are unchanging and near to 

an average value of the data mining and other value of statistical 

central tendency [9]. A stationary time series will tend to return to 

its mean called mean reversion and fluctuate around this mean.  

Stationarity is diverse in nature, it could be wide, weak, strict or 

second order if it has a constant average and variance value [10]. 

Strictly stationary serial data has constant auto-covariance 

configuration in addition to mean and variance. When a series 
holds this covariance stationarity, the covariance configuration is 

steady over time [9]. Explicitly, the auto-covariance maintain 

constant measure of central tendency and dispersion irrespective of 

the point of sequential reference. Periodic systems are easy to 

predict, in the sense that their gesture has an iterating pattern. 

Interestingly, stationarity procedures circumvent the challenges of 

unauthentic regression [11]. Stationary is essential in data mining 

since its absence can muddled the appropriateness of developed 

model hence rubbish the forecasting result at intervals. The result 

of which will not give the desire model for accurate planning.  

Moreover, typical authentication tests to confirm adequacy of 
developed model such as Chi-squared, Q and Durbin-Watson 

statistic T, F, etc. are effective when variables are stationary 

otherwise, these tests cannot be bank upon. 

Stationarity can be ascertained in several ways: graphical 

representation, autocorrelation and partial autocorrelation 

valuations, autocorrelation coefficients and quantified 

examinations. Several methods is applicable in stationarity 

specified tests such as: Unit root test, Dickey-Fuller and 

Augmented Dickey-Fuller, Kwiatkowski Phillips-Schmidt-Shin 

(KPSS), Zivot and Andrews, Variance Ratio Test (VRT). 

However, when the data point is average in real life time series, 

which is the case of this study, sixty datapoints per feeder, 

Augmented Dickey-Fuller (ADF) technique is preferable because 

of its robust result [12]. The application of Augmented Dickey-

Fuller examination is comfortable through consecutive correlation. 

The ease of ADF test in complex series modeling is grandeur than 

others in its class. The method has more advantages of being more 

potent, specific and straight forward [12]. Results from ADF 
analysis are: p-value, value of the test statistic, number of lags, the 

critical value cutoffs. The interpretation of these and the 

significance will confirm stationarity and non-stationarity of the 

series [13]. Consequently, stationarity investigation should take the 

lead in sound data analysis for time series modeling. Principally, 

the exploration is highly crucial especially when dealing with 

systems for which the data acquisition procedure does not 

guarantee stationarity: if only short and unique time series is 

accessible and if the experimental circumstances is not amendable 

or the amenability is restricted. However, this scenario is a 

common occurrence in many fields of endeavor especially, 
electrical energy operation and management [13],[14]. 

R-software application for statistical analyses was used for 

the studies. There are now thousands of Packages for R specifically 

designed for specialized data manipulation or data analysis which 

enhance data visualization that produce publication-ready quality 

charts [15]. These graphs for pictorial valuation of the sequence 

revolved around the analyses of autocorrelation and partial 

autocorrelation plots. Relationship between a time series with 

trends in the autocorrelation explain the connection of the series 

and its features [14],[16]. To compute autocorrelation, the 

correlation are computed, and the lagged series is noted which is 

preliminary successions copy, this proceed a once or a multiple of 
times in the. A lagged sequence with single lag is the original series 

proceeding once; whereas, lag-2 is the initial series moved forward 

two time periods, on between the series and a lagged version of the 

series.  Interpretation of the autocorrelation function (ACF) and 

partial autocorrelation function PACF plot will faction out 

stationarity and non-stationarity functions in collaboration with the 

p-value and lag order [17].  

Peak load forecast is ideal for preparation of power system 

operation at the time of highest demand from the consumers, hence 

ideal for this analysis. [18],[19]. Peak load contribution, also 

referred to as peak power, peak demand, critical demand, or 
maximum demand is usually caused by spikes in usage which may 

result from a variety of factors. Peak demand, although the period 

is transient, all the same very crucial, when electricity is in high 

demand because the sharp the evidence of peak load curve is a 

necessity for adequacy in forecasting processes. However, the 

electricity companies must generate the maximum capacity and 

have the transmission and distribution infrastructure to handle the 

peak demand for economic reasons non-conventional methods of 

generation can serve as standby for such periods [20]. In Nigeria, 

stakeholders were focusing much attention on electric power 

generation plants and transmission systems with little 
responsiveness on distribution. With extraordinary increase in 

energy demand by all classes of consumers and population 

expansion, the complication of power distribution system became 

more elaborate. This led to daily challenges in Nigeria power 

distribution system that draw thoughtfulness and careful planning 

[21]. Therefore, the interest of this study was to assess the adequacy 

of the energy demand data via stationarity test for accurate model 
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development in Nigeria power distribution system for effective 

planning to mitigate these myriad challenges in power sector. 

 

II. METHODOLOGY 

II.1 TIME SERIES MODELLING 

A time series is a succession of data or action that follows a 
particular order or trend in an interval of time. Time series 

forecasting uses a procedure to calculate future ideals founded on 

previously observed and present occurrence. Its values are in 

progressive order hence makes the analysis diverse from cross-

sectional studies, without natural ordering of the observations, 

action or information [22]. Time series analysis may be in 

frequency or time domain [23].  The time domain includes an 

algorithm that estimate the strength and wavelet while frequency 

domain takes account of autocorrelation and cross relationship 

analysis [24]. The flawless examination of time series data by 

inspection is graphical illustrations. However, other approaches are 
entails; autocorrelation analysis to examine serial dependence, 

spectral analysis to study recurrent performance which may not be 

seasonal, separation into components representing trend, 

seasonality, variation of diverse mode, and cyclical anomaly 

splitting a time-series into a sequence of sections. Models for time 

series data can be in various form and characterize diverse 

stochastic procedures. In model building there are variations in the 

level of a process, three classes, the autoregressive (AR) models, 

the integrated (I) models, and the moving average (MA) models. 

These classes depend linearly on previous data points. 

Combinations of these ideas produce autoregressive moving 

average (ARMA) and autoregressive integrated moving average 
(ARIMA) models [24]. 

 

II.2 AUGMENTED DICKEY-FULLER (ADF) 

MODELLING EQUATIONS 

The mathematical models of Augmented Dickey-Fuller 

(ADF) test are expressed by equation (1) to (3). In a series with the 

sequence of  𝑌1, 𝑌2, … … … … … . . 𝑌𝑁  

The noble scholars Dickey and Fuller considered sets differential-

form autoregressive equations [25]. 

       ∆Yt = γYt−1 + ∑  (
p
j=1 δj ∆Yt−j) + et    (1) 

∆Yt = α +  γYt−1 + ∑  (
p
j=1 δj ∆Yt−j) + et   (2) 

∆Yt = α + βt +  γYt−1 + ∑  (
p
j=1 δj ∆Yt−j) + et   (3) 

Where: 

𝑡 is the time of operation, 

𝛼 is the intercept constant called a drift, 

𝛽 is the coefficient on a time drift, 

𝛾 is the coefficient awarding process root, i.e., the focus of 

testing, 

𝑝 is the lag order of the first-differences autoregressive 

procedure, 

et is the left-over term for similar distribution. 

The dissimilarity in the three equations in the presence of 

the deterministic elements α (a drift term) and βt (a linear time 

trend). The effort of testing is neither the coefficient γ equals to 

zero, what means that the original 𝑌1, 𝑌2, … … … … … . . 𝑌𝑁, process 

has a unit root; hence, the null hypothesis of γ = 0 (random walk 

process) is tested in contrast to the alternative hypothesis γ < 0 of 

stationarity. More comprehensive, the null and alternative 

hypotheses corresponding to the models above are as follows in 

expression (4) to (9) [25],[26]. 

 

   H0 : Yt is random walk OR γ = 0                  (4) 

 H1 : Yt is random walk OR γ < 0      (5) 

 H0 : Yt is random walk around a drift OR {= 0, α ≠ 0}(6) 

 H1 : Yt is level stationary process OR {< 0, α ≠ 0}   (7) 

 H0 : Yt is random walk around a trend OR {= 0, β ≠ 0}(8) 

 H1 : Yt is level stationary process OR {< 0, β ≠ 0}   (9) 
 

II.3 DESCRIPTION OF SITE LOCATION 

In this study the feeders used are located in Ogun State, 

Nigeria. Ogun is one of the western states of Nigeria. The state is 

prominent in a high concentration of citadel of learning and 

localization of industries in Nigeria. The state has the most 

industrialised local Government area in Nigeria with Agbara and 
Ota Industrial estates.  Ogun is blessed with higher schools of 

learning and the famous in Nigeria both private and public. It has a 

large arable landmass with good fertility for agricultural practice 

for plant and animal production. The settlement in the state 

comprises of urban, sub-urban and rural which account for the 

energy demand pattern of the state. The State energy demand 

pattern can serve as a good subset for Nigeria because of its growth 

rate and characteristics [27]. The electrical energy structure of the 

state is of six district sections with the headquarters at the state 

capital Abeokuta. The transmission stations include Sagamu with 

132/33/11/0.415kV step down power transformers and five others. 
These six stations feed twenty-seven injection substations managed 

by Ibadan Electricity Distribution Company (IBEDC) that supplies 

forty-seven feeders out of which five are chosen for this study.   

II.3.1 SYSTEM CONFIGURATION 

In electric power distribution, Feeders are voltage power 

line conveying power from a supply substation to the distribution 

transformers. They convey power from a transformer or switch 

gear to the consumer via a distribution panel. The 11kV lines are 
used in residential and commercial areas feeding the distribution 

power transformers that distributes power to the structures in the 

area. Whereas, 33kV lines serves higher voltages rating  that  

distribute power from one sub-station to another and unit point load 

in industries with high voltage consumption. 

The data was acquired from the Ibadan Distribution 

Company (IBEDC),  the monthly peak load for five years (2015 to 

2019) in five different 33kV feeders in Ogun state for the study. 

These are presented in Table 1 to 5 the feeder are: Sagamu, Ikene,  

NNPC/OGIJO, Owode Egba, and Phoenix (Real).  
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Figure 1: Line Diagram  33kV Feeders. 

Source: Authors, (2024). 

 

Table 1:  Sagamu 33kv Feeder Monthly Peak Load 2015-2019 (MW/hr). 

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2015 14.4 14.3 13.8 17.9 14.8 18.1 16.8 15.9 21.5 21.2 17.0 21.2 

2016 18.2 18.0 17.5 22.1 18.6 22.4 20.9 19.9 26.0 25.7 21.1 25.7 

2017 22.5 22.1 21.7 26.8 22.9 27.0 25.5 24.4 31.1 30.8 25.7 31.0 

2018 27.2 25.6 26.4 32.0 27.2 32.3 30.6 29.3 36.7 36.3 30.8 36.5 

2019 32.3 30.7 31.5 37.7 32.5 38.0 36.1 34.7 42.7 42.3 36.3 42.0 

Source: Authors, (2024). 

 

Table 2: Ikene 33kv Feeder Monthly Peak Load 2015 2019(MW/hr). 

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2015 10.0 8.4 7.6 8.8 18.6 13.4 15.4 16.2 15.5 16.7 14.5 17.3 

2016 13.1 11.3 10.3 11.8 23.0 17.1 19.3 20.2 19.4 20.7 18.3 21.5 

2017 16.7 14.7 13.5 15.2 27.8 21.2 23.7 24.7 23.8 25.2 22.6 26.1 

2018 20.8 18.5 17.2 19.1 33.1 25.8 28.6 29.7 28.7 30.2 27.4 31.2 

2019 25.4 22.8 21.4 23.5 38.9 31.9 34.0 35.1 34.1 36.7 32.6 36.8 

Source: Authors, (2024). 

 

Table 3:  NNPC/Ogijo 33kv Feeder Monthly Peak Load 2015-2019 (MW/hr). 

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2015 14.4 17.6 22.2 19.9 19.2 16.6 20.1 18.8 19.6 17.1 17.7 20.2 

2016 19.8 21.8 26.9 24.4 23.6 20.7 24.6 23.1 24.0 21.2 21.9 24.7 

2017 24.2 26.5 32.0 29.3 28.5 25.2 29.6 27.9 28.9 25.8 26.6 29.7 

2018 29.1 31.6 37.7 34.7 33.9 30.2 35.0 33.2 34.3 30.8 31.8 35.1 

2019 34.5 37.2 43.8 40.6 39.7 35.7 40.9 38.9 40.1 36.5 37.4 41.0 

Source: Authors, (2024). 

Page 54 



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 51-58, November/ December., 2024. 

 

 

Table 4: Owode/Egba 33kv Feeder Monthly Peak Load 2015-2019 (MW/hr). 

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2015 17.5 14.7 19.0 21.5 17.0 12.5 10.4 16.0 13.8 17.1 10.8 11.5 

2016 21.8 18.5 23.4 26.2 21.1 16.0 13.6 20.0 17.8 21.2 14.1 14.9 

2017 26.5 22.8 28.2 31.3 25.7 20.0 17.3 24.5 22.0 25.6 17.9 18.8 

2018 31.6 27.6 33.5 36.9 30.8 24.5 21.5 29.4 26.7 30.8 22.1 23.1 

2019 37.2 32.9 39.3 43.0 36.3 29.4 26.1 34.8 31.9 36.4 26.8 27.9 

Source: Authors, (2024). 

 

Table 5: Phoenix Real 33kv Feeder Monthly Peak Load 2015-2019 (MW/hr.). 

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

2015 19.4 18.9 13.2 14.0 11.8 11.8 11.4 12.0 8.8 12.1 11.3 13.3 

2016 23.8 23.2 16.8 17.8 15.2 15.3 14.8 15.5 11.8 15.6 14.7 16.9 

2017 28.7 28.0 20.9 22.0 19.1 19.2 18.7 19.4 15.2 19.5 18.5 21.0 

2018 34.1 33.3 25.5 26.7 23.5 23.6 23.0 23.8 19.1 23.4 22.8 25.6 

2019 39.9 39.1 30.5 31.9 28.3 28.4 27.8 28.7 23.5 28.8 27.5 30.6 

Source: Authors, (2024). 

 

II.4 DATA ANALYSIS 

The Augmented Dickey-Fuller (ADF) testing technique 
Modelling Equations (1) to (3)  and expression (4) to (9) were used 

for the coding. The test were carried out with R-Software codes in 

Rstudio that give the Autoregressive Functions (ACF) and Partial 

Autoregressive Functions (PACF) plot for interpretation of 

stationarity and nonstationarity. The data was processed to confirm 

its stationarity status as indicated in Table 6. (Decision Rule: Reject 

Ho-hypothesis if the p-value is less than or equals to α(0.05), 

otherwise, do not reject.). Statistics tests value, lag order and p-

value were computed by the R software for proper analyses, 

inferences and confirmations. Rstudio is an integrated development 

environment (IDE) for R. It comprises a console, syntax-

highlighting editor that backings direct encryption implementation, 
as well as apparatuses for maneuvering, the past, mending and 

workspace management [28]. The package is for mathematical 

design that supports the development of applications in R 

environment. Rstudio requires R version 3.0. 1 or higher. Since R 

versions can be installed juxtaposed on a system. Code for the 

analysis is as follows: 

```{r,echo=FALSE,comment= "",warning=FALSE,eval=T} 

library ("tseries") 

``` 

Reading data in 

```{r,echo=FALSE,comment= "",warning=FALSE} 

dat <- read.csv("mamaData.csv",header = T) 

a = ts(dat$SAGAMU, frequency = 12,start = c(2015,1)) 

b = ts(dat$IKENE, frequency = 12,start = c(2015,1)) 

c = ts(dat$NNPC.OGIJO, frequency = 12,start = c(2015,1)) 

d = ts(dat$OWODE.EGBA, frequency = 12,start = c(2015,1)) 

e = ts(dat$PHOENIX.REAL, frequency = 12,start = c(2015,1)) 

```Autocorrelation and partial autocorrelation plot of Data  

```{r,echo=FALSE,comment= "",warning=FALSE} 

acf2(a, main = "SAGAMU ") 

acf2(b, main = "IKENE ")  

acf2(c, main = "NNPC OGIJO ") 

acf2(d, main = "OWODE EGBA ") 

acf2(e, main = "PHOENIX REAL ") 

``` 

Augmented Dickey F. Test 

```{r,echo=FALSE,comment= "",warning=FALSE} 

adfSAGAMU <- adf.test(a) 

adfIKENE <- adf.test(b) 

adfNNPC <- adf.test(3c) 

adfOWODE <- adf.test(d) 

adfPHOENIX <- adf.test(e) 

adfSAGAMU 

adfIKENE 

adfNNPC 

adfOWODE 

adfPHOENIX 

``` 
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III. RESULT AND DISCUSSION 

III.1 CRITICAL VALUES FOR AUGMENTED DICKRY-

FULLEY 

The augmented Dickey–Fuller (ADF) value, is a negative 

number. The higher the negative value the more effective the 

refusal of the hypothesis that there is a unit root at some level of 

confidence. However, in the work of Fuller the standard in the 

Table 6 was established as the yardstick for interpretation of ADF 

test. 

 

 
Table 6: Thresholds values for (ADF). 

 

 DATA WITHOUT 

DRIFT 

DATA WITH 

DRIFT 

 DATA WITHOUT 

DRIFT 

No of data in the set 1% 5% No of data in the set 1% 

T = 25 -3.75 -3.00 T = 25 -3.75 

T = 35 -3.64 -2.96 T = 35 -3.64 

T = 50 -3.58 -2.93 T = 50 -3.58 

T = 75 -3.54 -2.91 T = 75 -3.54 

T = 100 -3.51 - 2.90 T = 100 -3.51 

T = 150 -3.48 -2.89 T = 150 -3.48 

T = 250 -3.46 -2.88 T = 250 -3.46 

T = 500 -3.44 -2.87 T = 500 -3.44 

T =  ∞ -3.43 -2.86 T =  ∞ -3.43 

Source: [20]. 

 

 

 
Figure 2: Sagamu feeder 33kV Autoregression and Partial 

Autoregression plot. 

Source: Authors, (2024). 
 

Hypothesis Result of Sagamu 33KVA feeder Augmented (ADF 

Dickey-Fuller) 

Dickey-Fuller = -4.9325,  

Lag order=3,  

p-value=0.01 

alternative hypothesis: stationary 

 

The ACF and PACF graphs in Figure 2 show that the part 

of data that falls within the range of dotted lines are high in fact 

only one line is in the significant range  which implies that this data 

are not significant and high possibility that a result or relationship 
is caused by something other than chance, in addition the ACF  

scatter along the horizontal axis with more negative parts  which 

make the stationarity status a bit  confusing. PACF plot show 

scatter functions that is neither decaying nor sine waves.  As 

regards the test- statistics -4.9325 is quite low for a data point is 

sixty between fifty and hundred with threshold of -3.50 to -3.45, 

this show element of doubt in the validity of the test. However the 

lag order of 3 for real life data of this form may lead to complex 

analyses hence will require further analysis on transformation and 

authentication with adequacy test before field application, p-value 
of  0.01 (1%) this is sufficiently low, this validate  the stationary of 

the series [29]. 

 

 
Figure 3: Ikene feeder 33kV Autoregression and Partial 

Autoregression plot. 

Source: Authors, (2024). 

 

Hypothesis Result of NNPC/OGIJO 33kVA feeder Augmented 

Dickey-Fuller (ADF) 

Dickey-Fuller = -0.81603 

Lag order = 3 

p-value = 0.9551 

alternative hypothesis: nonstationary 

 

The ACF and PACF graphs in Figure 3 show that the 
proportion of data that are within the range of dotted lines are high 

which implies that this data are not significant and high possibility 

that a result or relationship is caused by something other than 

chance, in addition the ACF  scatter along  more in negative parts 
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of the plot. As regards the test- statistics   -0.81603 is tremendously 

high for the data point, with threshold of -3.50 to -3.45, this show 

component of ambiguity in the judiciousness of the test. However 

the lag order of 3 for real life data of this form may lead to 

multidimensional analyses hence will require further analysis 

(authentication with adequacy test) before field application, p-

value of  0.9551 as against   ≤  0 .05 is too high, hence, the 

validation of  nonstationary feature of the series [29]. 
 

 
Figure 4: NNPC/OGIJO feeder 33kV Autoregression and Partial 

Autoregression plot. 

Source: Authors, (2024). 

 

Hypothesis Result of NNPC/OGIJO 33kVA feeder Augmented 

Dickey-Fuller (ADF) 

Dickey-Fuller = -0.81603 

Lag order = 3 

p-value = 0.9551 

alternative hypothesis: nonstationary 

 
The ACF and PACF graphs in Figure 4. show that the 

proportion of data that are within the range of dotted lines are high 

which implies that this data are not significant and high possibility 

that a result or relationship is caused by something other than 

chance, in addition the ACF  scatter along  more in negative parts 

of the plot. As regards the test- statistics   -0.81603 is tremendously 

high for the data point, with threshold of -3.50 to -3.45, this show 

component of ambiguity in the judiciousness of the test. However 

the lag order of 3 for real life data of this form may lead to 

multidimensional analyses hence will require further analysis 

(authentication with adequacy test) before field application, p-

value of  0.9551 as against  ≤  0 .05 is too high, hence, the 

validation of  nonstationary feature of the series[29]. 
 

 
Figure 5: Owode Egba feeder 33kV Autoregression and Partial 

Autoregression plot. 

Source: Authors, (2024). 

 

The ACF and PACF graphs presented in Figure 5. above 

show that the ratio of data that falls within the range of Blue dotted 

lines are high which implies that this data are not significant and 

high possibility that a result or relationship is caused by something 

other than chance, in addition the ACF  scatter along  more in 

negative arts of the plot. As regards the test- statistics -1. 4093, is 

extremely high for the data point, with threshold of -3.50 to -3.45 

this show component of uncertainty in the rationality of the test. 
However the lag order of 3 for real life data of this form may lead 

to multifaceted analyses hence will necessitate further 

investigation (authentication with adequacy test) before field 

application, p-value of  0.8135 in contradiction of  ≤ 0 .05 is too 

high, hence, the validation of  nonstationary feature of the series 

[29]. 

 

 
Figure 6: Phoenix 33kV feeder Autoregression and Partial 

Autoregression plot 

Source: Authors, (2024). 

 

Hypothesis Result of Phoenix 33kVA feeder Augmented Dickey-

Fuller (ADF) 
Dickey-Fuller = -2.0736 

Lag order = 3,  

p-value=0.545 

alternative hypothesis: nonstationary 

 

The ACF and PACF graphs in Figure 6 show that the 

proportion of data that falls within the range of Blue dotted lines 

are high which implies that this data are not significant and high 

likelihood that a result or relationship is caused by something other 

than chance, in addition the ACF scatter along more in negative 

parts of the plot. As regards the test- statistics -2.0736 is very high 
for the data point, (with threshold of -3.50 to -3.45), this show 

component of uncertainty in the rationality of the test. However the 

lag order of 3 for real life data of this form may lead to multifaceted 

analyses hence will necessitate further investigation for 

authentication with adequacy test before field application, p-value 

of  0.545 as against ≤  0 .05 is too high, hence, the validation of  

nonstationary feature of the series. 

 

III.2 SYSTEM CONFIGURATION 

Ho = the series is non-stationary, Hi = the series is 

stationary: [26],[29]. 

Decision Rule: Reject Ho if the p-value is less than or equals 

to α (0.05); otherwise, do not reject. ADF Hypotheses rejecting the 
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null hypothesis means that the given guess is not fit for application 

for lack of numerical significance; Acceptance of the null 

hypothesis is an indication that Ho is not rejected. The ADF test 

makes sure that the null hypothesis is accepted unless there is 

strong evidence against it to reject in favour of the alternate 

stationarity hypothesis [30-32]. 
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The purpose of this work is the study of the influence of FACTS on transient stability of 

power systems using a Power World Simulator software, and the computer code transient 

stability code 'TRANS_STAB_CODE' 'which was created in MATLAB. We tried in the 

introduction of this work to provide a description on the transient stability: definition, 

transient stability criteria, and equations. Then we gave an overview on the modelling of 

FACTS in power systems, the definition and types of Flexible Alternating Current 

Transmission System, their schemes, and their equations, then presented the model of 

UPFC (Unified Power Flow Controller) as an example. Secondly, we discussed the code, 

'TRANS_STAB_CODE' that was created in MATLAB by giving a description of the code 

and their structure with graphics windows, and then I described privately the Power World 

Simulator simulation software. Then we presented the test electrical network, and the 

results of transient stability of this network systems with the code 'TRANS_STAB_CODE' 

'and with Power World Simulator where no and where there Flexible Alternating Current 

Transmission System. At the end, we analyzed the results of both programs in both cases: 

with and without Flexible Alternating Current Transmission. 
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I. INTRODUCTION 

Transient stability analysis is used to investigate the 

stability of power system under sudden and large disturbances, 

and plays an important role in maintaining security of power 

system operation [1],[2]. 

The transient stability analysis is performed by combining 

a solution of the algebraic equations describing the network with 

numerical solution of the differential equations. 

However, due to the non-linearity of the differential 

equations, the solving process is tedious and complicated. 

Flexible alternating current transmission systems (FACTS) 

technology opens up new opportunities for controlling power and 

enhancing the usable capacity of present, as well as new and 

upgraded lines. 

The Unified Power Flow Controller (UPFC) is a second-

generation FACTS device, which enables independent control of 

active and reactive power besides improving reliability and 

quality of the supply. This paper describes the transient stability 

in power systems by placing the UPFC at the sending end of an 

electrical power transmission system. The transient stability of 

power systems with the UPFC is compared with that without 

UPFC [3],[4]. 

Simulations are carried out in MATLAB Code 'which was 

created in MATLAB, and with Power Word Simulator to validate 

the results obtained and to see the performance of the UPFC. 

Behavior of the power system transient is usually obtained 

on the basis of a model consisting of a differential equation 

system with a strong nonlinearity; the solution based on time can 

be obtained in the general case only by applying some suitable 
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numerical integration methods [5],[6] Behavior of a synchronous 

machine for stable and unstable operation is illustrated in the 

Figure 1. 
 

 
Figure 1: Rotor angle responses to transient disturbances. 

Source: Authors, (2024). 

 

In case 1, the rotor angle increases to a maximum and then 

decreases and oscillates with decreasing amplitude until it reaches 

a study state. 

In case 2, the rotor continues to increase steadily until 

synchronism is lost. This type of instability is referred to as first 

swing instability and is caused by insufficient synchronizing 

torque. 

In case 3 the system is stable in the first swing but 

becomes unstable as a result of growing oscillations as the end is 

approached. This form of instability generally occurs when post 

fault steady state condition itself is small signal unstable, and this 

is not necessarily as a result of the transient disturbance [7]. 

 

II. THE FACTS DEVICES 

FACTS is a Flexible Alternating Current Transmission 

System, these devices have been developed by (EPRI) in the 80s. 

It is a Power Electronic based system and other static 

equipment that provide control of one or more transmission 

system parameters to enhance control ability and to increase 

power transfer capability [8],[9]. 

FACTS devices are used to optimize already the existing 

transmission lines 

FACTS devices are: 

1. Serial Controllers: SSSC, IPFC, TCSC, 

2. Parallel Controllers: STATCOM, SVC, 

3. Serial - serial controllers, 

4. Series - parallel controllers: UPFC, IPC, 

 

II.1 USES OF FACTS DEVICES  

1. To enhance the control ability of the transmission 

Network. 

2. To increase the power transfer capability of 

transmission network. 

II.2 OPPORTUNITIES OF FACTS 

FACTS technologies opens up new opportunities for 

controlling power and enhancing the usable capacity of present as 

well as new and upgraded transmission lines . 

FACTS controller controls the inter-related parameter that 

governs the operation of transmission lines including series 

impedance, Shunt impedance, current, voltage, Phase angle. 

FACTS technologies also lead to extending usable 

transmission limits in step-by-step manner with incremental 

investment as and when required. 

 

II.3 BENEFITS OF FACTS CONTROLLER  

1. It increases the loading capability of the lines to their 

thermal capabilities. 

2. It provides secured tie-line connections to the 

neighboring utilities. 

3. It provides greater flexibility in setting new generations. 

4. It helps in upgrading the transmission network. 

5. It increases the utility of lowest cost generation. 

6. It reduces Reactive Power flow thus allowing the lines 

to carry more active Power. 

 

 

II.4 UNIFIED POWER FLOW CONTROLLER (UPFC) 

The UPFC is made out of two voltage-source converters 

(VSCs) with semiconductor devices having turn-off capability, 

sharing a common dc capacitor and connected to a power system 

through coupling transformers. The basic structure of UPFC is 

shown in Figure 2. 
 

 
Figure 2: Basic Structure of an UPFC. 

Source: Authors, (2024). 

The shunt converter is primarily used to provide the real 

power demand of the series converter at the common dc link 

terminal from the ac power system. It can also generate or absorb 

reactive power at its ac terminal, which is independent of the 

active power transfer to (or from) the dc terminal. 

Therefore, with proper control, it can also fulfill the 

function of an independent advanced static VAR compensator 

providing reactive power compensation for the transmission line 

and thus executing indirect voltage regulation at the input 

terminal of the UPFC [10]. 

 

II. DESCRIPTION OF THE COMPUTER TOOLS 

II.1 MATLAB-CODE 

Our program is called TRANS_STAB_CODE was 

developed to studies of transient stability of electrical networks 

[11],[12]. 

TRANS_STAB_CODE can analyze and studies of 

transient stability of electrical networks in two cases: 

Trans_Stab_Linear_Loads where the loads are linear and 

Trans_Stab_Harmonic _Loads where there are non-linear loads 

(SVC, TCR, and UPFC) [13],[14]. 
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TRANS_STAB_CODE is a computer code produced in 

MATLAB [15], and allows you to run multiple applications and 

functions (MATLAB files). 

TRANS_STAB_CODE structure is based on graphical 

interfaces [16] performed by MATLAB (GUI). 
 

 
Figure 3: Principal Window of TRANS_STAB_CODE 

program. 

Source: Authors, (2024). 

 

The graphical interface TRANS_STAB_CODE program 

(Figure 3) contains a title, which signifies the objective of this 

program "Transient Stability Calculated", and two functions: 

Trans_Stab_Linear_Loads, and Trans_Stab_Harmonic 

Loads with four push buttons: 

The first button Definition: the definition of transient 

stability of power systems. 

The second button Help: gives an overview of the program 

 

Figure 4: Help window of TRANS_STAB_CODE program. 

Source: Authors, (2024). 

 

The third button Réalised by: the author of this program. 

The fourth button close: You can quit the 

programTRANS_STAB_CODE (Figure 4). 

If we click on Trans_Stab_Linear_Loads, another window 

pops up and we can choose to study the electrical network 

systems (Figure 5). 

 

 
Figure 5: Electrical network system selection for studies of 

transient stability with linear loads. 

Source: Authors, (2024). 

 

If we press the button "Net06N03M, the block diagram of 

the network appears as follows (Figure 6): 

 

 
Figure 6: Synoptic diagram of network system 03 machines 6 bus. 

Source: Authors, (2024). 
 

If we press the button "Net09N03M (Figure 7), the block 

diagram of the network appears as follows: 

 

 
Figure 7: Synoptic diagram of network system 03 machines 09 

bus.  

Source: Authors, (2024). 
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If we click on Trans_Stab_Harmonic_Loads, another window 

pops up and we can choose to study the electrical network 

systems (Figure 8). 

 

 
Figure 8: Electrical network system selection for studies of 

transient stability with non-linear loads. 

Source: Authors, (2024). 

 

If we press the button "Syst06N03M (Figure 9), the block 

diagram of the network appears as follows: 

 

 
Figure 9: Synoptic diagram of network system 03 machines 6 

bus with SVC. 

Source: Authors, (2024). 

 

If we press the button "Net09N03M (Figure 10), the block 

diagram of the network with UPFC appears as follows: 

 

 
Figure 10: Synoptic diagram of network system 03 machines 

09 bus, with UPFC.  

Source: Authors, (2024). 

II.2 POWER WORLD SIMULATOR 

Power World Simulator [17] is an interactive power 

system simulation package designed to simulate high voltage 

power system operation on a time frame ranging from several 

minutes to several days. The software contains a highly effective 

power flow analysis package capable of efficiently solving 

systems of up to 100,000 buses. 

Simulator runs under Microsoft Windows 95, 98, 2000, 

NT, or XP. 

Key elements of power systems that are modelled include: 

1. Load flow (power flow study), 

2. Short circuit, 

3. Transient stability, 

4. Optimal dispatch of generating units (unit commitment), 

5. Transmission (optimal power flow). 

III. TEST NETWORK  

A 9-bus 3-machine system [18], the system includes three 

generators and three large equivalent loads connected in a meshed 

transmission network through transmission lines as shown in 

Figure 11. 

The total generation is 519.5MW and total load is 

315MW. 

The test system contains six lines connecting the bus bars 

in the system. Each generator is connected to network through 

step up transformer at 230kV transmission voltage. 

We study the transient stability (a three-phase fault on bus 

8 at 0.2 sec) in two cases: 

1. Where linear loads, 

2. Where non-linear loads (UPFC in line (5-7)) 
 

 
Figure 11: Synoptic scheme of System IEEE, 9 Bus. 

Source: Authors, (2024). 
 

Figure 12 shows the Network Test with Power Word 

Simulator. 
 

 
Figure 12: Test network with Power Word Simulator. 

Source: Authors, (2024). 
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IV. RESULTS AND DISCUSSION 
 

IV.1 With Power World Simulator 
 

Without FACTS 
 

 
Figure 13: Rotor Angle of generators. 

Source: Authors, (2024). 

 

 
Figure 14: Angular speed of generators. 

Source: Authors, (2024). 

 

With FACTS 

 

 
Figure 15: Rotor Angle of generators. 

Source: Authors, (2024). 

 

 
Figure 16: Angular speed of generators. 

Source: Authors, (2024). 

 

IV.2. With MATLAB CODE 

Without FACTS (UPFC) 

 

 
Figure 17: Rotor Angle of generators. 

Source: Authors, (2024). 

 

 

Figure 18: Angular speed of generators. 

Source: Authors, (2024). 
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With FACTS (UPFC) 
 

 

Figure 19: Rotor Angle of generators. 

Source: Authors, (2024). 

 

 
Figure 20: Angular speed of generators. 

Source: Authors, (2024). 

 

For our network system IEEE9 bus nodes, and a short 

circuit fault at the bus 8 (f t = 0.2 sec, c t=0.7sec) in the case 

where the normal load (not a UPFC), we note that the rotor angles 

curves of generators (2 3 d,d) of our network system are diverged 

by using the both software’s: Power World Simulator (Figure 13), 

and MATLAB CODE (Figure 17), we observe also that after the 

fault the speed generators curves (2 3 w,w ) are diverged by using 

the both software’s: Power World Simulator (Figure 14), and 

MATLAB CODE (Figure 18), and consequently therefore the 

network system is not stable even after cleared the fault. 

For the same system (IEEE 9bus) and for the same fault 

but if we set an UPFC in the line (5-7) as presented in the block 

diagram of (Figure 10), the curve of the rotor angles of machines2 

and machine3 (2 3 d,d) of our network system are converged by 

using the both software’s: Power World Simulator (Figure 15), 

and MATLAB CODE (Figure 19), we note also that after the fault 

the speed generators curves (2 3 w,w )are converged by using the 

both software’s: Power World Simulator (Figure 16), and 

MATLAB CODE (Figure 20), and consequently therefore the 

network system is stable after cleared the fault. 

 

IV. CONCLUSION 

In this paper, the transient stability of the standard network 

system IEEE 9bus with and without using UPFC is studied. 

FACTS device such as UPFC is employed for enhancing 

transient stability. The simulation results obtained from the use of 

different softwares shown in figure15, figure19 illustrates how the 

transient stability has been improved through the use of the 

UPFC. 

The TRANS_STAB_CODE program is called « Transient 

Stability CODE ", developed in MATLAB environment has been 

tested on several nonlinear loads such as: SVC, TCR, UPFC, and 

gave entire satisfaction for the simulations performed confirming 

the relevance of this code. 

Through these results one can say that the transient 

stability enhancement is achievable with UPFC, As well as the 

UPFC is extremely effective by handling disturbances of dynamic 

system. 

The results have virtually the same appearance and overlap 

completely with those obtained with the Power World Simulator 

and MATLAB CODE, which shows the reliability of software 

Power World Simulator and MATLAB CODE in the study of the 

Transient Stability. 
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Cement factories in Iran are considered among the oldest industries. Due to favorable 

domestic and international markets, these plants have pursued development, whether 

willingly or unwillingly. Development involves improving the existing structure to enhance 

efficiency and adding production lines parallel to the old ones. In this situation, the presence 

of very large nonlinear loads in these industries, which are mostly formed by high-power 
variable-speed electric drives, has always caused serious problems due to harmonic 

distortions imposed on the factory and distribution lines. These effects should be considered 

in various sections when developing and designing new electrical systems. Despite various 

studies on this subject, none has presented a comprehensive approach specifically for this 

industry. This article delves into a thoroughly practical and empirical examination of the 

causes and consequences stemming from harmonics, alongside the constraints posed by 

standards. It also scrutinizes implementable techniques for solving harmonic-related 

problems and mitigating their effects with a focus on the development outlook of cement 

factories. 
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I. INTRODUCTION 

Cement factories in Iran are considered among the oldest 

and largest industries. Due to the presence of large DC and AC 

motors and the necessity of controlling them, high-power AC and 
DC drives are used in various divisions such as mills, induced draft 

fans (known as ID fans), crushers, separators, and rotary kilns. The 

input voltage levels of the drives are typically in MV (6.3 KV) and 

LV (400 V, 690 V, and 800 V) levels. Most of Iran’s cement 

factories operate within these voltage ranges and other voltage 

levels rarely observed. Motors and large drives in Iran's cement 

industries are often DC, but in development departments and 

modern factories, only AC motors and drives are utilized. Figure 1 

illustrates a single-line diagram (SLD) of the development section 

of one of the major cement producers in Iran. The presence of large 

AC motors and drives in this factory signifies high energy 
consumption within this industry and as a result a large volume of 

harmonics with high amplitudes. Generally, the energy 

consumption of the cement industry accounts for nearly 5% of the 

total global industrial energy consumption [1], and the advantage 

of controlling harmonics caused by variable speed drives (a major 

source of nonlinear loads in the cement industry), besides its impact 

on the protection and lifespan enhancement of electrical 

equipment, can result in a reduction in losses, thereby decreasing 

global energy consumption, as well as return on investment in a 

cement plant [2]. 

So far, various studies, measurements and practical 

investigations have been carried out in the field of harmonics, 

methods of reducing them and improving power quality 

specifically for the cement industry [2-8]. However, these studies 
have been few and do not offer a comprehensive perspective to the 

reader for decision-making in electrical designs aimed at cement 

plant development. This paper attempts to not only present the 

causes, effects, measurement techniques, and practical comparison 

of control and reduction methods for harmonics in the cement 

industry but also provide a succinct review of relevant standards. 

Such insights can significantly assist electrical engineers in the 

design of electrical systems and the development of cement plants. 
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Figure 1: Single-line diagram of development section of 

modern cement plant in Iran. 

Source: Authors, (2024). 

 

From the point of view of the utility power system, only the 

amount of distortions in the input medium voltage (MV) levels 

holds significance, whereas in industrial plants, distortions at low 

voltage (LV) levels are crucial [5]; But in a cement factory, due to 

the existence of a dedicated substation and the use of both voltage 

levels, the values of harmonics in both sides of the grid and the 
plant are important. Therefore, the approach of this manuscript is 

to provide appropriate solutions while considering this aspect. 

 

II. HARMONICS AND THEIR GENERATION CAUSES IN 

CEMENT INDUSTRIES 

In accordance with IEEE 519-1992, harmonic is defined as 

a sinusoidal component of a periodic waveform or quantity (such 

as voltage or current), possessing a frequency that is a whole-

number multiple of the fundamental frequency (50 or 60 Hz) [9]. 

Harmonics arise from all nonlinear sources within a cement plant. 

A source is considered nonlinear if its impedance varies with the 
applied voltage at any moment of time. Due to this impedance 

variation, the current drawn by the nonlinear load is also nonlinear 

[10]. Essentially, when a non-linear load is connected to a 

sinusoidal voltage source, the waveform becomes non-sinusoidal. 

Power electronic converters (AC/AC, AC/DC, DC/AC, DC/DC) 

and transformers are considered as sources of non-linear loads. 

Non-linear loads present in a cement plant include variable speed 

drives (variable frequency), uninterruptible power supplies (UPS), 

generators, power and distribution transformers, lighting systems 

(including LED or gas discharge lamps), computers, 

programmable logic controllers (PLCs), static var compensators 

(SVCs), and some laboratory equipment equipped with switching 
power supplies or rectifiers; nonetheless, the most influential 

nonlinear load in cement industries are large variable speed drives. 

They are the most important sources of harmonics and inter-

harmonic distortions in cement industries [6]; although, one should 

not overlook the effects of arc furnaces that exist in a few cement 

factories in Iran. Table 1, inspired by the SLD of Figure 1, 

illustrates the power of large AC variable speed drives of the 

development segment of the sample factory, which can be 

relatively generalized for other cement plants in Iran. 

 

 
 

 

 

 

Table 1: Large AC variable speed drives in a modern cement 

plant sample in Iran. 
Equipment Power 

Mill fan drive 3800 kW 

Kiln ID fan 2800 kW 

Roller mill drive 2800 kW 

Kiln main drive 560 kW 

EP fan 500 kW 

Cooler Dedusting EP fan 400 kW 

Source: Authors, (2024). 

 

The mentioned drives draw large non-linear or so-called 

non-sinusoidal currents from the grid and distort the power supply 

voltage waveform at the point of common coupling (PCC). 

Typically, the PCC is defined as the closest point to the user in the 

power system, so that the operator (system owner) can provide 

services to other subscribers from that point. For industrial users, 

the PCC is often considered at the high-voltage )HV( side of the 

transformer, while for commercial users, it is situated at the LV 

side of the transformer [9]. From the point of view of a cement 

plant with a dedicated substation, this point is considered to be on 
the MV side of the distribution transformers, i.e. the 6.3 kV side of 

the SLD in Figure 1 (where all the distribution transformers are 

connected). Figure 2 shows the equivalent circuit of a factory 

distribution system with non-linear load connection. The voltage in 

PCC is displayed as VPCC and is calculated by subtracting the 

source voltage from the source impedance voltage drop (LS) 

caused by the passage of the nonlinear current iac as follows 

 

( )
( ) ac

PCC s L S s

d i
V V V V L

dt

 
    

 

   (1) 

By reason of the nonlinear nature of the current flow iac 

through the LS impedance, distortions in VPCC will be observed. To 

mathematically express the non-linearity of current and voltage at 

the PCC, Fourier analysis is employed. Accordingly, the 
waveforms of complex alternating voltage and current can be 

expressed as the sum of an infinite number of sinusoidal oscillatory 

functions with different frequencies and amplitudes, which are 

integer multiples of the fundamental frequency. 

Equations (2) and (3) represent symmetrical AC current and 

voltage without DC component at PCC point respectively, where 

iac1 and VPCC1 are the fundamental frequency components (50 or 60 

Hz), and iach and VPCCh are components at the hth harmonic 

frequency [10]. Figure 3 illustrates the practical measurement of 

root mean square (rms) values of voltages and currents containing 

harmonics at the PCC of a cement factory. 
 

 
Figure 2: Equivalent circuit of the distribution system and PCC 

location. 
Source: Authors, (2024). 

 

PCC 
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a 

 
b 

Figure 3: Measured rms voltage (a) and current (b) containing 

harmonics at the PCC of a cement factory. 

Source: Authors, (2024). 
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The characteristic harmonics of electrical drives (or all 

power electronic converters) in steady-state are obtained from 

equation (4) [10],[11] and the amplitude of harmonic currents for 

an ideal square wave from equation (5) [11], where h represents the 

harmonic order, P is the number of pulses per cycle, n is any 

integer, Ih is the harmonic current of the hth order, and I1 is the 

fundamental current. 

 

1h nP                                              (4) 

1
h

I
I

h
                                     (5) 

Based on equations (4) and (5), for prevalent electrical drives in 

cement plants, whether with DC or AC motors, the characteristic 

or dominant harmonics and the percentage of harmonic currents, 

are as follows: 

 

 Predominant harmonics in 6-pulse drives: 5, 7, 11, 13, 17, 
19, 23, 25, ... 

 Predominant harmonics in 12-pulse drives: 11, 13, 23, 25, 

35, 37, ... 

 Predominant harmonics in 18-pulse drives (currently not 

common in Iranian cement plants): 17, 19, 35, 37, ... 

 The magnitude of harmonic currents for the 5th, 7th, 11th, 

13th, 17th, orders are, in turn, 20%, 14.3%, 11.1%, 7.7%, 

5.8%, ... 

 

The amount of distortion in voltage and current waveforms 

at the PCC are determined by the Total Harmonic Distortion (THD) 

index and calculated by equations (6) and (7) respectively. 
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IEEE 519-2014 introduces an additional metric, known as 

Total Demand Distortion (TDD), to assess the overall impact of 
distortion on the current waveform at the PCC. TDD is a 

percentage of the maximum demand current at the PCC and is 

computed using equation (8): 
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h
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h
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I
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     (8) 

 

In the above equation, Ih represents the magnitude of 

individual harmonic components (rms amps), h denotes the 

harmonic order, and IL stands for the maximum demand load 

current (rms value) at the PCC, typically defined as the sum of load 

currents associated with maximum demand during each of the 

twelve previous months divided by 12. TDD can also be 

represented as a measured %THDI per unit of load current [10]; 

however, TDD is utilized at the PCC instead of THDI. 

Normally, harmonics up to the 50th order (in typical 

industrial applications, which Iran's cement factories also follow, 
up to the 25th order [10]) are used to measure THDVpcc, THDI and 

TDD. Harmonic components beyond the 50th order are measured 

only if necessary (for sensitive applications) [9]. Additionally, 

IEEE 519-2014 introduces the following relationships under the 

headings of very short time and short time harmonic 

measurements. These measurements were not present in previous 

IEEE standards. Very short time harmonic values are evaluated 

over a 3-second interval by aggregating 15 consecutive sections 

and 12 (or 10) cycles for 60 (or 50) Hz power systems, and are 

calculated using equation (9). In practice, the duration of this 

measurement is 24 hours. Short time harmonic values are also 
assessed for a specific frequency component over a 10-minute 

interval based on summing up 200 consecutive very short-time 

values by equation (10). Practically, the duration of this 

measurement is one week. 

 

    
15

2
2

, .

1

1

15
n vs n i

i

F F


        (9) 

 

200
2

2
, ( , ),

1

1

200
n sh n vs i

i

F F


      (10) 

 

In equations (9) and (10), F represents the rms values of 

voltage or current, n denotes the harmonic order, i is a simple 

counter, and the subscripts vs and sh correspond to "very short" and 
"short", respectively. 
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The recommended values and limits for voltage and current 

distortion are outlined in Section IV. It's noteworthy that in cement 

plants without arc furnaces (similar to the majority of cement plants 

in Iran), odd harmonics are predominantly present, and in most 

cases, even harmonics can be disregarded. odd harmonics are often 

dominant and even harmonics can be ignored in most cases. 

 

III. HARMONIC EFFECTS ON CEMENT PLANT 

DEVELOPMENT 

The penetration of new equipment such as mills, fans, 

crushers, rotary kilns, etc., into the development divisions of a 

cement factory significantly alters harmonic conditions. An 

empirical recommendation suggests conducting harmonic studies 
in the current state of the factory prior to the design of development 

sections; Because changes in new harmonic conditions can lead to 

damage to old equipment, reduce power factor, increase 

maintenance costs, and energy consumption [3], [8], [10], [12]. The 

effects of harmonics in cement factories vary depending on the type 

of electrical equipment and the sensitivities of different 

departments. Usually, the problems caused by harmonics are not 

obvious at first glance and operators only observe secondary effects 

such as sudden production line interruptions, transformer 

overheating, and electronic equipment malfunctions. In many 

cases, attempts are made to solve the problem (such as increasing 

transformer capacity, increasing cable size, and so on) regardless 
of the root cause of these issues (i.e., harmonics). However, it 

should be noted that even if there are no apparent problems in the 

existing factory, it is uncertain how close it is to a critical situation 

[8]. Minor developments or optimizations in cement factory 

production lines (such as using power factor compensators, 

changing DC drives to modern AC drives, etc.) will reveal these 

effects. It should be noted that all protective relays, capacitor 

banks, reactors, cables, transformers, and switches are not designed 

and sized for the effects caused by harmonics. It should be 

acknowledged that none of the protective relays, capacitor banks, 

reactors, cables, transformers, and switches are designed and sized 
to mitigate the effects caused by harmonics. 

The addition of new equipment means an increase in non-

linear current drawn from the AC source. These harmonic currents 

pass through all impedances between the load and the source, 

causing voltage drops for each harmonic frequency. The total 

voltage distortion, resulting from the vector summation of all 

individual voltage drops, is substantially influenced by the 

impedance between the source and the load. The significant effects 

of harmonics in cement factories are briefly discussed below. The 

significant impacts of harmonics in cement factories are succinctly 

addressed herein. It is noteworthy that other effects have been 

neglected owing to fewer problems in this type of plants. 
 

III.1 POWER QUALITY 

The first tangible effect can be considered as the reduction 

in power quality. Harmonics cause distortion in the waveform and 
a decrease in the power factor. While initially, the power factor 

may appear to be determined solely by reactive power, theinfluence 

of harmonics on reducing the power factor cannot be disregarded. 

While power factor may initially be perceived solely as reactive 

power dependence, the effects resulting from harmonics cannot be 

overlooked in power factor reduction. Reference [13] expresses 

equation (11) as the relationship between THDI and power factor. 

Consequently, an increase in harmonics results in a decrease in 

power factor. In this equation, 1 1 1cos /P S  , P1 and S1 

respectively refer to active and reactive power at the fundamental 

frequency. 
 

      1

2

cos

1 I

PF
THD





   (11) 

 

It is worth mentioning that power factor correction 

capacitors in the cement factory power grid are also affected by 

harmonics and may be subject to overloading and premature 
failure. This is because the capacitive reactance is inversely 

proportional to the frequency, thus acting as a harmonic current 

consumer. 

 

III.2 TRANSFORMERS 

Harmonics induce heightened flux dispersion and iron 

losses within transformers, attributed to amplified eddy and 

hysteresis currents. These effects culminate in elevated thermal 

dissipation and insulation stress on winding conductors, ultimately 

diminishing the transformer's operational longevity. Harmonics 

also intensifies the vibration of the core laminations and result in 

the production of additional acoustic noise. Moreover, due to the 

increase in the rms current values, copper losses in the transformer 

(RI2) are also elevated [3],[10],[14]. 

 

III.3 ELECTRICAL MOTORS 

Electrical motors employed within cement factories, 

whether DC or AC, will be affected by harmonics, necessitating 

meticulous attention during their design or procurement processes 
[15], as harmonics manifest in the outputs of converters and 

directly impact motors. Analogous to transformers, their adverse 

effects include losses from eddy and hysteresis currents. These 

effects lead to increased heat losses, winding insulation stress, 

lubrication degradation of bearings, and diminished motor 

longevity. For every 10 degrees temperature increase above the 

rated temperature of the motor, the insulation life of the motor may 

decrease by 50% [10]. Another effect is the generation of bearing 

currents, which, if left unaddressed, significantly reduce bearing 

lifespan. Practical solutions to prevent them include employing 

insulated bearings, insulated couplings, and installing shaft 

grounding brushes [16]. Figure 4 demonstrates an example of the 
use of shaft grounding brushes installed on the shaft of a large 

motor to ground bearing currents. Harmonics can lead to an 

increase in torque ripple (one of the factors causing vibration and 

audible noise) and torsional oscillations of the motor’s shaft 

(especially AC motors). Furthermore, under harmonic conditions,  
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Figure 4: The installed grounding brushes on the shaft of a 1000 

MW DC motor in a cement factory. 

Source: Authors, (2024). 

 

serious damage to the shaft and mechanical structure of the motor 

may occur due to the frequency matching of oscillations with the 

natural mechanical frequency of the shaft. 

 

III.4 GENERATORS 

The use of emergency power generators in cement factories 

is inevitable due to the critical nature of uninterrupted power 

supply. Generators typically exhibit an impedance three to four 

times higher than that of distribution transformers, rendering them 
more susceptible to the effects of harmonics. Similar to 

transformers and electrical motors, harmonics contribute to 

increased generator temperature by amplifying iron and copper 

losses, as well as inducing torque fluctuations and torsional 

vibrations [10]. 

Another significant concern is the potential for generators 

to trip unexpectedly under harmonic conditions due to protection 

system interventions. Generators are equipped with voltage and 

frequency controllers, and excessive voltage distortion caused by 

nonlinear loads can disrupt these settings. Specifically, the 

generator controller monitors the zero-crossing points of the phase 

to determine the frequency of the AC line. Voltage distortion 
introduces a "fuzzy" characteristic to the voltage waveform at these 

zero crossings, leading to imprecise and unreliable frequency 

calculations. The controller actively responds to fluctuations in the 

line frequency, striving to stabilize it towards the desired target 

frequency (typically 50 or 60 Hz). In extreme cases, the generator 

may experience surges or oscillations in its effort to reach the target 

frequency, ultimately necessitating disconnection from the grid 

[17]. 

Design engineers involved in cement plant development 

must consider the derated range of generators under harmonic 

conditions. Alternatively, they should request generators with 
specified tolerance levels to harmonic distortions from 

manufacturers. 

III.5 CABLES 

Cable resistance (especially AC resistance) is subject to skin 
effects and proximity. Both of these effects depend on the 

frequency, spacing between cables, the size, and cable structure. 

Consequently, notable increases in RI2 losses may occur in 

harmonic conditions [10,18]. In the development of cement factory 

plants, neglecting to address harmonic control or not considering 

the derated range for cable size during the design phases may lead 

to excessive conductor heating and insulation damage under 

nominal loads. 

It's important to note that in a four-wire power system 

(comprising three phases and a neutral), three-phase currents return 

to the grid via the neutral cable. Under linear balanced load 

conditions, neutral cable current is zero. Whereas, in harmonic 

conditions, even if the three-phase system is balanced, currents 

caused by odd harmonics combine, resulting in additional neutral 

cable current (up to 172% of phase current). For clarity, Figure 5 

depicts practical measurements of three-phase currents and neutral 

wire for lighting of LED lamps in the development hall of a cement 

factory. 
 

 
a 

 
b 

 
c 

 
d 

Figure 5: Three-phase four-wire system currents under 

harmonic conditions: (a) Phase A current (b) Phase B current 

(c) Phase C current (d) Neutral wire current. 

Source: Authors, (2024). 

 

III.6 CIRCUIT BREAKERS AND FUSES 

As previously discussed, in the presence of nonlinear loads, 

the rms current value increases. Therefore, if the trip level of circuit 

breakers remains unchanged, premature and unwarranted trips may 
occur. On the other hand, the circuit breakers are designed to 

interrupt current at the zero crossing point of phase currents, and 

under harmonic conditions, false zero crossings may occur due to 

waveform distortion and high rates of di/dt at this point, leading to 
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premature tripping of circuit breakers without any actual fault 

occurrence [10],[18]. To overcome this issue, some manufacturers 

suggest a derated range of circuit breaker or the utilization of 

electronic control circuits for precise detection of the zero crossing 

point. 

In the case of fuses, the rise in rms current diminishes their 

current carrying capacity and introduces changes in both their time-

current characteristic and melting time [18]. Additionally, under 

harmonic conditions, proximity effects cause non-uniform current 

distribution in fuse elements, ultimately leading to thermal stresses 
[10]. 

III.7 PROTECTION RELAYS AND MEASUREMENT 

EQUIPMENT 

Harmonics may lead to errors and incorrect operation of 

some protection relays (especially traditional relays) [18],[19]. 

Despite efforts in today’s relay structures to ensure proper 

performance even under the most challenging harmonic conditions, 
various reports indicate the vulnerability of relays to harmonic 

effects [20-22]. Henceforth, in the development of cement factories 

and the alteration of harmonic conditions, these effects should be 

taken into account in the selection or adjustment of protective 

relays to prevent future damages. 

Common measurement equipment is typically designed to 

read sinusoidal quantities at the fundamental frequency. Non-linear 

currents and voltages induce errors in measurement circuits that 

cause wrong readings [10]. For instance, electromechanical 

kilowatt-hour meters may overestimate consumption under 

harmonic conditions [18],[23], while analog power factor meters 

may indicate lower power factor values [18]. 
 

III.8 RESONANCE 

One of the undesirable effects of harmonics that can occur 

with the development of an industrial plant (increasing inductive 
and capacitive loads) is the phenomenon of resonance. This effect 

becomes more obvious especially with the installation of capacitor 

banks or SVCs for power factor correction. Resonance leads to 

higher levels of harmonic voltage and current distortions [9], 

resulting in damage to capacitor banks, cable overvoltage 

incidents, occurrences of corona discharge, increased inrush 

currents in transformers, and prolonged decay rates (especially 

during simultaneous switching of capacitors and transformers), as 

well as heightened duty of switching equipment [18]. Practically, 

to mitigate or eliminate resonance, series reactors are commonly 

employed with loads, functioning as low-pass filters to attenuate 
higher harmonic components. It is crucial to note that even the 

addition of a small capacitor to a large power system can create 

resonance. Equation (12) can be used to estimate the harmonic 

order of the parallel resonant frequency during the installation of 

capacitor banks [24]. 

 

SC
R
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MVA
h

MVAR
                          (12) 

In equation (12), 

T
SC

CC

S
MVA

U
                 (13) 

 

Where MVASC denotes the short-circuit power of the transformer 

at the desired bus in terms of MVA, and MVARCAP represents the 

reactive power of the capacitor bank in terms of MVAR. ST 

indicates the power of the MV/LV transformer (or the sum of 

several parallel MV/LV transformers) in terms of MVA, while 

UCC expresses the short-circuit voltage of the MV/LV transformer 
as a percentage. Figure 6 illustrates the resonance effect in a power 

system with a six-pulse drive and power factor correction capacitor 

in a simple simulation conducted using MATLAB. 

IV. CONTROL STANDARDS AND PRACTICAL 

METHODS FOR HARMONIC MEASUREMENT 

Various international standards have been introduced for 

the measurement, control, and limitation of harmonics, which are 
categorized and listed in references [25-28]. Based on these 

references and the current common guidelines in Iran's cement 

industries, the relevant standards can be divided into two sections: 

measurement standards and limits on harmonic ranges at the PCC. 

In general, IEC 61000-4-7 can be considered the most suitable 

standard for THD and TDD measurements in an industrial plant 

because this document provides a detailed examination of 

harmonic measurement methods and has been endorsed by other 

common standards. In most standards, THD is used to express 

voltage distortion and TDD for current distortion. Industrial plants 

must consistently be responsible to controlling harmonic currents 

and take steps to reduce harmonics within the permissible range at 
the PCC. Figure 7 shows a practical connection example of a 

portable power analyzer model DW-6095 for harmonic 

measurement at the PCC. 

Regarding the permissible ranges of THD and TDD, 

international standards IEEE 519 and EN50160, as well as the 

national standard [29], are recognized as the preferred references 

in Iranian industrial plants, irrespective of their different revisions. 

However, in plants with dedicated high-voltage lines or dedicated 

power plants, only two mentioned international standards are 

considered for setting limits on harmonic ranges. Nevertheless, 

there is no difference between the Iranian national standard and 
IEEE 519 in terms of the permissible range of THDVpcc. In a 

comparative analysis between EN 50160 and IEEE 519, it can be 

said that EN 50160 focuses on a wider spectrum of parameters 

related to power quality besides harmonics, while IEEE 519 

specifically and precisely addresses only harmonics and their 

limitations for acceptable levels in power systems. Investigations 

indicate that IEEE 519 is currently accepted as the best reference 

for permissible levels of harmonics in cement plants in Iran and is 

also endorsed by power distribution companies. This standard was 

initially introduced in 1981 and has been continually updated due 

to the increasing nonlinear loads, experiences gained, and the 

various conditions arising in power systems. Tables 2 and 3 from 
IEEE 519-2022 respectively show the limits of THD and TDD at 

the PCC. It is important to clarify that Table 2 exclusively presents 

voltage distortion limits at the PCC for Iranian cement plants, (that 

is, LV and MV voltage levels), and the information pertaining to 

voltage levels other than LV and MV is omitted from the table. 
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Figure 6: Resonance conditions and harmonic voltage 

amplification: (a) Resonance example at 550 Hz and harmonic 

voltage enhancement (b) Impedance profile of the network 

before and after the addition of the capacitor bank (c) 
Comparison of voltage harmonic distortion levels before and 

after the addition of the capacitor bank. 

Source: Authors, (2024). 

 

 
Figure 7: An example of the practical connection method of a 

portable power analyzer for measuring harmonics. 

Source: 3 Phase power analyzer-Model DW-6095-Operation 

manual, (2010). 

By comparing Tables 2 and 3, it can be said that voltage 

distortion limitations are absolutely and clearly stated in the 

standard, while current distortion limitations are contingent upon 

the electrical source impedance and harmonic suppression 

capability. According to Table 3, as ISC increases relative to IL, the 

likelihood of the circuit being impacted by harmonic presence 

decreases; in other words, According to Table 3, as ISC increases 

relative to IL, the probability of the circuit being impacted by 

harmonic presence decreases; in other words, while a strong grid 

can effectively reduce current harmonics with minimal impact on 
voltage, a weak grid may encounter greater voltage fluctuations in 

its efforts to suppress harmonics. In extremely weak grids, both 

voltage and current distortions may have similar magnitudes. Thus, 

it could be contended that current emission requirements must be 

stricter in weaker grids. 

A notable aspect of existing standards is their focus solely 

on low frequencies (up to the 50th harmonic) and very high 

frequencies (above 150 kHz). Modern active harmonic mitigation 

devices, such as Active Power Filters (APFs) and Active Front End 

(AFE) drives (introduced in Section V), generate harmonic 

frequencies through switching operations. These frequencies 
typically range between 2 kHz to 150 kHz, a spectrum not currently 

addressed by existing standards. This gap enables manufacturers to 

employ less effective and cost-efficient LCL passive filters [30]. 

 

Table 2: Voltage distortion limits. 

Total harmonic 

distortion 

THD (%) 

Individual 

harmonic 

(%) 

Bus voltage V at 

PCC 

8.0 5.0 V ≤ 1.0 kV 

5.0 3.0 
1 kV < V ≤ 69 

kV 

Source:[31]. 

 

V. PRACTICAL STRATEGIES FOR HARMONIC 

MITIGATION OR ELIMINATION 

 

 Various methods for mitigating or eliminating harmonics 

have been scrutinized and analyzed in the literature [10], [26], [31], 

[32], [33], [34], [35]. Based on these references, methods for 
reducing harmonics can be broadly categorized into three main 

groups. The first category includes effective and optimal design 

methods for harmonic-generating equipment (such as electrical 

drives, motors, and transformers). When developing cement plants, 

proactive measures should be taken to mitigate this issue prior to 

equipment procurement. Considering the return on investment, it is 

advisable to acquire production lines that inherently produce much 

lower levels of harmonics. The second category comprises power 

management techniques and power system resilience (such as 

active power management, current distribution improvement, 

proper management and distribution of nonlinear and linear loads, 

appropriate sizing of motors and transformers, and techniques for 
enhancing power network stability). This aspect should be 

incorporated into the power system design phase of cement plant 

projects. The third category relates to additional methods (such as 

adding active and passive filters, isolated transformers, and 

reactors). These types of methods are implemented after a detailed 

study of harmonic sources and analysis of injected harmonics into 

the network. 

In general, it is preferable for harmonics to be limited at 

their sources unless conditions make it technically and 

economically infeasible. The selection of optimal methods or their 

combination for harmonic reduction depends on the characteristics 

Resonance 
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DC choke 

and structure of each plant's power system, and requires a precise 

evaluation of the electrical system, financial budget, and 

operational environment. Herein, the most common practical 

techniques currently employed in Iran's cement industries are 

examined in more detail and ultimately compared from both 

technical and economic standpoints with a view to plant 

development. 

 

Table 3: Current distortion limits for systems with rated voltages from 120 V through 69 kV. 

TDD Required 
Harmonic 

limits a,b 

35 ≤ h ≤ 50 

Harmonic 

limits a,b 

23 ≤ h < 35 

Harmonic 

limits a,b 

17 ≤ h < 23 

Harmonic 

limits a,b 

11 ≤ h < 17 

Harmonic 

limits a,b 

2 ≤ h < 11 
ISC/IL 

5.0 0.3 0.6 1.5 2.0 4.0 < 20 c 
8.0 0.5 1.0 2.5 3.5 7.0 20 < 50 
12.0 0.7 1.5 4.0 4.5 10.0 50 < 100 
15.0 1.0 2.0 5.0 5.5 12.0 100 < 1000 
20.0 1.4 2.5 6.0 7.0 15.0 > 1000 

a For h ≤ 6, even harmonics are limited to 50% of the harmonic limits shown in the table. 
b Current distortions that result in a dc offset, e.g., half-wave converters, are not allowed 
c Power generation facilities are limited to these values of current distortion, regardless of actual ISC/IL unless covered by other standards 
with applicable scope.   
Where:  
ISC = maximum short-circuit current at PCC  
IL= maximum demand load current (fundamental frequency component) at PCC under normal load operating conditions 

Source:[31]. 
 

V.1 UTILIZATION OF LARGE AC OR DC CHOKES 

(REACTORS) 

It is one of the most common methods of reducing 

harmonics in industrial factories and is known as an effective, 

simple and inexpensive way to reduce harmonics of electrical 

drives [10],[26],[36],[37]. In AC drives, chokes can be 

implemented in three configurations: on the AC line side 

(commonly known as AC chokes, which is a very popular method), 

in the DC link circuit (known as DC chokes, which are integrated 

within the drive itself), or both (especially in very large drives 

where the short-circuit capacity of a dedicated source is relatively 

low compared to the drive's apparent power). The choice of 

configuration depends on the drive's design and the power system 
[10],[36]. Figure 8 illustrates the configurations of AC and DC 

chokes in electrical drives [36]. There are varying approaches on 

the comparative effectiveness of AC versus DC chokes in reducing 

harmonic currents [38],[39]. However, it is generally accepted that 

using chokes not only limits harmonic currents but also reduces 

harmonic voltage distortion and protects the drive against voltage 

disturbances and imbalances (such as surges, spikes, and 

transients) [10],[11],[26],[36],[38],[39]. For better understanding, 

Figure 9 shows the effects of chokes on reducing current ripple 

[40],[41]. 
 

a 

b 
Figure 8: Configuration of utilizing DC and AC chokes: (a) Reactors La, 
Lb, and Lc on the AC line side of the induction motor drive (b) Reactor 

Ld in the DC link of the induction motor drive. 
Source: [36]. 

From a practical standpoint, in most cases, chokes alone 

are insufficient for effective harmonic reduction. They need to be 

used in combination with other harmonic mitigation techniques to 

achieve optimal results [10],[38]. Typically, chokes are available 

in standard impedance ranges (such as 2%, 3%, 5%, and 7.5%) [10] 

and are only necessary for 6-pulse drives [38]. A drawback of using 
chokes is the voltage drop they cause [10],[38],[39], which can lead 

to under-voltage faults and negatively affect drive performance 

under unstable input voltage conditions. 

 

 
Figure 9: Effects of utilizing chokes: (a) Schematic waveforms 

showing the effect of a choke on the input current to a six-pulse 

drive (b) Practical results of using an AC choke with 3% 

impedance for a 480-volt, 30-horsepower motor at full load. 

Source: (a) [40], (b) [41].  

AC choke 
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V.2 ISOLATION TRANSFORMERS 

The use of isolation transformers is common in many 
cement factory structures in Iran and is considered an appropriate 

solution for reducing harmonics. Similar to chokes, they utilize 

their reactance to reduce harmonics. Additionally, due to their 

conventional delta-star configuration, they help mitigate triple 

harmonics [42]. However, the reason for using them is not solely 

limited to harmonic reduction. They do not perform significantly 

better than simple chokes and have higher costs [10],[26],[42]. 

Their advantages include the ability to step up or step down voltage 

levels, establishing a neutral ground reference for nuisance ground 

faults [10],[42], and eliminating certain common-mode frequency 

disturbances [26],[42]. This harmonic reduction method can be 
considered the best solution when using AC and DC drives that 

have SCRs in the rectifier bridge structure [10], as it not only 

reduces harmonics but also facilitates voltage level changes and 

protective measures. 

The size (or capacity) and impedance of transformers play 

crucial roles in reducing voltage harmonics. In simpler terms, on 

the low-voltage side, larger transformer sizes or lower impedance 

result in a more pronounced reduction in voltage harmonics [40]. 

It's imperative, particularly in the development or procurement of 

cement production lines, to adhere to IEEE C57.110-2018 

standards when manufacturing, ordering, or utilizing transformers. 

V.3 QUASI 12-PULSE ELECTRICAL DRIVES 

Quasi 12-pulse drives incorporate phase-shifting 

transformers in their structure. These transformers are employed in 

various configurations and vector groupings to mitigate harmonics 

in different industries [26]. However, it has been observed that 

most cement factories in Iran use two transformers with 

configurations of delta (primary)-delta (secondary) and delta 

(primary)-star (secondary), each supplying equal nonlinear loads 

(6-pulse variable speed drives with equal loads). Typically, instead 
of using two transformers, a single transformer with two separate 

secondary windings, as shown in Figure 10, is used. Each 

secondary winding supplies an electrical drive for a motor.  with 

both motors having equal power and being mechanically coupled. 

These motors have equal power and are mechanically coupled to 

each other. This type of structure creates a quasi-12-pulse converter 

configuration, offering nearly the same advantages as a true 12-

pulse electrical drive, significantly reducing the 5th and 7th 

harmonics and overall total harmonic distortion (THD) 

[10],[43],[44],[45]. In this configuration, the predominant 

harmonics are the 11th and 13th, while the amplitudes of other 
harmonics, such as the 17th, 19th, and higher orders, are effectively 

minimized [45]. 

The advantages of this arrangement include not only 

providing the required voltage for the drives via the transformer but 

also leveraging cost-effective 6-pulse drives, achieving a notable 

reduction in total harmonic distortion, and attaining lower inertia 

by using two series-connected motors instead of a single larger 

motor. Additionally, if one drive or motor fails, the production 

process can continue at reduced power. The disadvantages include 

the predominant 11th and 13th harmonics and the potential 

complete system shutdown in the event of any failure in the 
primary winding of the transformer. 

 

 
a) 

 
b) 

Figure 10: Quasi-12-pulse drive configuration: (a) A section of 
the single-line diagram of a sample cement plant in Iran 

equipped with a quasi-12-pulse drive, (b) Implementation of the 

quasi-12-pulse structure using two ABB DCS880 drives. 

Source: (a) Authors, (2024), (b) [45]. 

 

V.4 PASSIVE HARMONIC FILTERS 

Passive harmonic filters are a highly practical and widely 

used method for reducing harmonics in the power systems of 

cement plants [3],[8],[46],[47]. After series chokes, they are 

considered the simplest and most cost-effective technique for 

reducing THD [26]. Passive harmonic filters, also known as 

harmonic trap filters [10], can be categorized into series and shunt 

types. Among these, the shunt type is more commonly used to 

create a low-impedance path for specific harmonics [48]. In the 

single-line diagram shown in Figure 1, an example of a shunt 
connection of a passive harmonic filter to a roller mill drive can be 

seen. These filters are composed of passive elements such as 

inductors, capacitors, and often resistors (for damping) 

[8],[10],[48] and are available in various topologies. Figure 11 

depicts different topologies of shunt passive filters, which can be 

used either in combination or individually, depending on the power 

system of the cement plant and the load characteristics [49]. 

Observations indicate that in Iranian cement plants, typically at low 
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voltage levels (800V, 690V, and 400V), one or more single-tuned 

filters are used, and at medium voltage levels (mostly 6.3kV and 

rarely 33kV, 20kV, and 11kV), sometimes other topologies are 

used in combination. Nevertheless, the application of single-tuned 

filter topologies in the cement industry is much more common due 

to their simple structure, lower cost, and effective performance. It 

is recommended to place passive filters near the harmonic source, 

as by reducing harmonics at the source, in addition to eliminating 

the need for oversizing electrical equipment, losses can be 

minimized, voltage distortions can be effectively reduced, and the 
filter can be sized for a specific load [48]. Figure 12 shows an 

example of connecting a double-branch filter to a nonlinear load in 

a cement plant to eliminate the 5th and 7th harmonics. As detailed 

in the accompanying SLD, each passive filter is designed and tuned 

for a specific harmonic frequency that needs to be reduced or 

eliminated. 

From a practical standpoint, passive harmonic filters are 

predominantly used to eliminate or control lower-order 

predominant harmonics, especially the 5th, 7th, 11th, and 13th 

harmonics. They perform poorly for harmonics above the 13th 

order and are rarely used for higher-order harmonics [10]. Their 
operating principle is based on the resonance phenomenon (due to 

changes in filter components as a result of frequency variations) to 

create minimal impedance for a specific harmonic (or in some 

cases, with a combined structure for a specific frequency band [48]) 

[8],[10],[48],[50]. The resonance frequency or tuning frequency 

for a single-tuned filter is calculated using equation (14) 

[10],[33],[50],[51]. In this equation, L is the inductance of the filter 

in henries, and C is the capacitance of the filter in farads. At this 

frequency, the filter provides low impedance for the harmonic 

frequency fr and high impedance for other harmonics [50,51]. 
 

         
1

2
rf

LC
                       (14) 

In practice, due to the risk of filter resonance with the power 

system frequency, the tuning frequency of the filter is set slightly 

below the harmonic frequency [11],[48],[49],[50]. For example, a 

5th harmonic filter is tuned to the 4.7th harmonic [11],[50]. 
Besides harmonic reduction, improving power quality 

through reactive power compensation is another advantage of these 

filters [8],[48],[50],[51]. However, it should also be noted that 

these filters can absorb harmonics from other sources [10], and to 

prevent filter resonance with the power system and ensure their 

effective performance, thorough studies of load, power quality, and 

network impedance during their design are essential [52]. 

 

 
Figure 11: Types of passive shunt filter topologies: (a) single 

tuned, (b) first order, (c) second order, (d) third order, (e) C-type. 

Source: [49]. 

 
Figure 12: Part of the single-line diagram of a cement plant and 

the connection of a double-branch passive filter to the nonlinear 

load. 

Source: Authors, (2024). 

 

V.5 HIGH PULSE CONVERTERS 

From an industrial perspective, electric drives with 12-

pulse, 18-pulse, 24-pulse, 30-pulse, 36-pulse, 42-pulse, and 48-

pulse converters [53] are recognized as high-pulse converters. 

Among these, 30-pulse and 42-pulse converters are rarely produced 

due to the special requirements for transformers. Normally, only 

12-pulse, 18-pulse, 24-pulse, and 36-pulse converters can be found 

in various industries with different structures, the most common 
topologies of which are shown in Figure 13 [53],[54]. 

According to equations (4) and (5), as the number of pulses 

of power converters increases, the amplitude of harmonic currents 

and ultimately the THD decreases. Invariably, increasing the 

number of converter pulses not only mitigates harmonic distortion 

in the AC input current, but also delivers a smoother and higher 

average DC output level [10]. Since it is not feasible to find all 

common high-pulse drives in one factory with completely similar 

supply and loading conditions for practical investigation, 

simulation methods have been used here to analyze the harmonic 

injection of various converters. Figures 14 and 15 respectively 

compare the input current of phase a and the level of harmonic 
currents of various common high-pulse converters with 

configurations shown in Figure 13 under ohmic full load conditions 

(THDI equals TDD). As observed, increasing the number of pulses 

significantly affects reducing THDI. Despite this, based on field 

studies and as shown in the SLDs of Figures 1 and 12, only 12-

pulse drives are prevalent in the cement industry in Iran, and other 

high-pulse converters are not used. This can be attributed to the 

considerably higher cost of high-pulse converters and their more 

intricate circuits (which consequently render them more 

susceptible to disturbances and failures) [8], as well as the necessity 

for large and specialized transformers to achieve phase shifting 
[10],[53]. Different configurations of industrial 12-pulse DC and 

AC drives (known as True 12-pulse) currently deployed in 

numerous cement factories can be found in [45], [55]. 

As evident from Figure 15, the advantage of 12-pulse 

converters lies in their ability to mitigate not only the 5th and 7th 

harmonics but also higher-order frequency components, where the 

11th and 13th emerge as predominant [10],[38],[43],[45],[54]. 

While this technique diminishes the amplitude of harmonics, it 

does not entirely eradicate them [10]. Among the drawbacks of 12-

pulse drives compared to prevalent industrial six-pulse drives are 

the more intricate converter architecture, higher price [10],[40], 

and decreased overall drive efficiency due to voltage drop caused 
by the phase-shifting transformer [10]. 
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a) 

 
b) 

 
c) 

 
d) 

Figure 13: Some common configuration of high pulse industrial drives: a) 12-pulse converter b) 18-pulse converter c) 24-pulse 

converter d) 36-pulse converter. 

Source: (a) , (b) [54],(c), (d) [53].
 

 
a 

 
b 

 
c 

 
d 

Figure 14: Comparison of the input current of phase a from various high pulse converters with diode rectifier and ohmic load: (a) 12-

pulse converter (b) 18-pulse converter powered by a three-phase to nine-phase autotransformer (c) 24-pulse converter (d) 36-pulse 

converter. 

Source: Authors, (2024). 
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Figure 15: Comparison of the harmonic orders of the input current 

of high pulse converters with diode rectifier and ohmic load: 

(blue) 12-pulse converter (THDI=10.4%), (red) 18-pulse 

converter powered by a three-phase to nine-phase autotransformer 

(THDI=6.5%), (orange) 24-pulse converter (THDI=3.6%), 

(purple) 36-pulse converter (THDI=2.1%). 

Source: Authors, (2024). 

 

V.6 ACTIVE HARMONIC FILTERS 

Although active harmonic filters (AHFs) have gained 

traction in diverse industries for their effective reduction of 

harmonics and compensation of reactive power [7],[10], they are 

not commonly used in the cement industry due to their significantly 

high cost [8]. However, their deployment in the cement industry is 

recommended due to the return on investment and their proper 

effectiveness [2],[7],[47]. AHFs can be classified into four 
categories: series, shunt, a combination of both, and hybrid (a 

combination of active and passive filters) [31],[33], among which 

the shunt configuration is much more prevalent [10],[30],[33]. The 

operating principle of a shunt AHF involves monitoring and 

measuring the distortions of nonlinear load currents by filtering the 

main current and subsequently injecting equal but opposite 

harmonic currents in real-time to eliminate harmonics 

[10],[28],[32],[43]. In fact, the voltage distortion caused by 

harmonic currents passing through the system impedance can be 

corrected by injecting a nonlinear current with the opposite 

polarity. This process can restore the voltage to its sinusoidal state 

[31]. Figure 16 depicts its operating principles [52]. 
AHFs are capable of removing harmonics up to the 50th 

order [26],[43], achieving a total harmonic distortion of current 

(THDI) lower than 5% [7],[26],[28],[43],[47], and improving the 

power factor close to unity [25],[28]. Compared to passive 

harmonic filters, AHFs offer several advantages: they do not 

resonate with the power network [10],[28],[33], are insensitive to 

changes in source and load impedance [10],[28], are not limited to 

specific frequencies, and operate over a wide frequency range 

[8],[34]. Additionally, AHFs do not require detailed harmonic 

studies of the power system [52], especially in self-tuning models. 

Nevertheless, investigations suggest that these types of filters 
currently do not have a place in Iranian cement factories. This 

could be attributed to the complex control systems of AHFs, which 

lead to very high costs and increased maintenance expenses 

[8],[10],[25],[33], relatively high levels of electromagnetic 

interference (EMI) [30], and possibly the leniency of regional 

power companies in Iran, especially at dedicated 63 kV substations. 

 

 
Figure 16: Principles of active shunt filter operation. 

Source: [52].  

 

V.7 LOW HARMONIC DRIVES 

Some manufacturers of industrial electric drives have 

introduced and marketed a variety of low harmonic electric drives 

to meet IEEE 519 requirements. These types of drives are generally 

active front end (AFE) [5],[10],[30],[56],[57], and in some cases, 

drives with an integrated active filter [58]. Figures 17 and 18 show 

examples of the configuration of this type of industrial drives. As 

observed in Figure 17, unlike the common six-pulse industrial 

drives, the AFE drive utilizes a fully controlled IGBT bridge 

instead of a diode bridge rectifier at the input of the drive. This 
IGBT bridge allows the drive to draw a more sinusoidal current 

from the grid, significantly reducing low-order harmonics (below 

50th) [10], [30], [56], [57]. Therefore, these drives are also referred 

to as drives with a sinusoidal input rectifier [10]. It should be 

acknowledged that the switching losses of the IGBTs in the input 

unit of the AFE drive reduce its efficiency compared to the 

traditional six-pulse drive. However, when considering the overall 

system losses, including those caused by harmonic reduction 

filters, the total losses of AFEs are the same or less [56]. In addition 

to significant reduction in harmonic distortions (even below the 

limits specified in IEEE 519), the advantages of AFE drives include 

inherent four-quadrant operation, regenerative capability 
(returning energy to the grid in braking mode), high dynamic 

response, reactive current control capability, unity power factor 

operation, elimination of the need for external filters and special 

transformers, and voltage drop elimination at motor terminals 

(usually caused by commutation or voltage disturbances in the 

source) [5],[10],[40],[56],[57]. While the features of AFE drives 

compared to commonly used six-pulse VSDs can result in some 

capital return due to a reduction in cable size by approximately 

10%, distribution transformer capacity by 20%, generator capacity 

by 50%, and energy storage [59], their economic justification is 

currently lacking due to nearly 2.5 times production costs [40], 
especially in conditions where significant regenerative or braking 

modes are absent. Therefore, their utilization in cement factories is 

not widespread [8], and their application is mostly found in 

downhill conveyor belts in very large cement production 

complexes [60]. Other disadvantages of industrial AFE drives 

include the inherent generation of harmonics higher than 50th and 

relatively high levels of EMI in the range of 2 to 150 kHz [10,30], 

which must be carefully considered when using them in various 

industries. 

In industrial drives with an integrated active filter, an AHF 

as shown in Figure 18 is employed to mitigate harmonics. As 

previously discussed regarding AHFs, despite their presence, the 
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drive can draw a much more sinusoidal current with a unity power 

factor from the grid [58]. The disadvantages of this type of drive 

are similar to those of AHFs, but in terms of cost, depending on the 

technology used, it may be somewhat cheaper than modern AFE 

drives. 

Field studies and investigations indicate the lack of 

utilization of low harmonic industrial drives in Iranian cement 

factories due to their very high cost. It is obvious that currently 

replacing existing six-pulse drives in a cement factory, whether in 

operation or nearing the end of their life cycle, with an AFE drive 
is not ideal and cost-effective. However, with the growth of 

production and technology, it is expected that in the not-too-distant 

future, advanced AFE drives will replace six-pulse drives and even 

12-pulse or quasi-12-pulse drives in modern cement factories.  

Table 4, derived from the analysis of data recorded in four 

Iranian cement factories with almost similar characteristics, 

compares the types of practical methods available for harmonic 

reduction in terms of THDI level and total cost (including all 

necessary components such as transformers, additional cables, etc.) 

for a 500 kW EP fan at the PCC (primary side of transformers). 

Considering the absence of completely identical conditions in the 
studied factories, all values in the mentioned table are relative. This 

information can assist engineers in selecting harmonic reduction 

techniques for development or control in current conditions in 

cement factories and even other industrial complexes. An 

interesting conclusion that can be drawn from Table (4) is the 

comparison between 12-pulse and quasi-12-pulse converters. It is 

observed that a quasi-12-pulse converter may have economic 

advantages and superior THDI reduction compared to the 

conventional structure of 12-pulse converters in the cement 

industry. 

 
Figure 17: A simplified hardware configuration of an AFE drive. 

Source: [56]. 

 

 
Figure 18: Basic topology of a low harmonic drive with integrated 

active filter. 

Source: [58]. 

 

Table 4: Technical and economic comparison of harmonic reduction strategies at full load. 

Cost ITHD )1/IhCurrent harmonic orders (%I 

25th 23th 19th 17th 13th 11th 7th 5th 

100% 108.24% 2.8% 5.6% 7.2% 8.9% 11% 20% 63% 84% 6-pulse without choke 

104% 46.23% 2.5% 2.5% 3.9% 5% 6.1% 7.8% 16% 41.6% 6-pulse with 3% AC choke 

106% 35.65% 1.2% 1.6% 2% 2.9% 3.2% 5% 10.2% 33.4% 6-pulse with 5% AC choke 

183% 5.58% 0.4% 0.5% 1% 1.4% 2.3% 2.5% 3% 2.7% 6-pulse with passive harmonic filter 

188% 8.66% 1.3% 1.5% 0.3% 0.3% 3.4% 6.7% 1.5% 3.5% Quasi 12-pulse 

194% 12.86% 2.6% 3.5% 0.8% 1% 5.3% 9.3% 2.7% 4.8% 12-Pulse with Dd-Dy transformer 

Source: Authors, (2024). 

 

VI. CONCLUSIONS 

Cement factories in Iran are recognized as significant 

sources of harmonics due to the presence of very large nonlinear 

loads. Therefore, it is necessary to conduct fundamental studies on 

the causes, effects, and methods of harmonic reduction in this 

industry. Controlling and reducing harmonics are considered 

important and mandatory both from the perspective of distribution 

network standards and the lifespan of electrical equipment. 
However, major problems caused by harmonics typically become 

apparent during the development of such factories. This is because 

the addition of new equipment in the development divisions or 

even optimization of the existing production line can significantly 

alter the harmonic conditions. 

Based on comprehensive studies and investigations 

regarding the causes and effects of harmonics, it is strongly 

recommended that power quality studies be conducted for the 

current conditions before designing the development divisions, and 

that the harmonic effects be considered when procuring new 

equipment. Various standards recommend measuring harmonics 

up to the 50th order at the PCC but in cement factories, this is 

typically done up to the 25th order. The PCC in a cement factory 

can be at the LV (Low Voltage) level or, given the presence of 
dedicated high-voltage substations, at the MV (Medium Voltage) 

level. Most standards use THD to express voltage distortion and 

TDD to express current distortion. 

In general, it is better to limit harmonics at their sources 

unless it is technically and economically unfeasible. The cost issue 

is an important factor in selecting harmonic reduction techniques; 

currently, Iranian cement factories only use AC chokes, passive 

harmonic filters, and quasi-12-pulse and 12-pulse drives. Field 

research results indicate that a quasi-12-pulse converter can 

somewhat outperform the conventional 12-pulse converter in the 

cement industry both economically and in terms of harmonic 
reduction. Although many new techniques, such as active filters or 

low-harmonic drives, are considered suitable methods, they 
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currently have no place in the Iranian cement industry due to their 

very high costs. Nonetheless, it is expected that advanced AFE 

drives will replace six-pulse and even 12-pulse or quasi-12-pulse 

drives in modern cement factories in the future. 
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The oil and gas industry has been identified also as a major source of greenhouse gases and 

contributes approximately 42% of the total global CO₂ emissions. As the world continues to 

strive towards sustainable development goals including those of the Paris accord, this 

industry is under pressure to decrease its emission of carbon. This review discusses the 

application of business analysis tools on a strategy that supports sustainability and aligns oil 

and gas companies with environmental standards. The framework is centred on the 

deployment of next-generation technologies as carbon capture and storage, on establishing 

global standards of corporate climate policies, on engaging stakeholders, on optimizing 
business processes, on facing climate risks and on experimenting with new forms of 

biofuels. Some of the problems include high costs, complications due to state regulations, 

and negative attitudes from the public and stakeholders.These issues can be overcome 

through effective public-private partnerships, sharing of information, and diversification of 

research spending. In addition to mitigating emissions the envisaged framework is designed 

for companies to derive strategies that will keep them competitive and socially responsive. 

The present review also underlines the necessity to use a complex approach to increasing 

the sustainability of the oil and gas industry. 

Keywords: 

Business Analysis, 

Sustainability, 

Oil and Gas, 

Carbon Footprint. 
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I. INTRODUCTION 

 The oil and gas industry is the major emitter of greenhouse 

gases contributing to nearly 42% of the global emission of CO₂. 

and is therefore a major contributor to climate change [1].  These 

emissions result from various processes, including the extraction, 

refining, and combustion of fossil fuels, as well as routine practices 

like flaring and methane leaks during production [2]. As the 

primary contributor to global emissions, the industry's activities 

have a profound impact on climate change, driving global 

warming, rising sea levels, and extreme weather events [1]. Given 

its central role in the climate crisis, the oil and gas sector faces 
increasing pressure to adopt more sustainable practices to reduce 

its carbon footprint [3]. Similarly, due to globalisation and the 

signing of the Paris Accord among other international acts, this 

sector has no option but to cut its footprint when it comes to the 

environment to meet international emission targets [4],[5]. 

Industry’s pressures on those issues have been varied, some firms 

are advanced in sustainable practices integration, while others have 

not been able to adopt sustainable practices without compromising 

the firm’s performances, [6],[7].  
 The concept of sustainability in the oil and gas industry 

involves two key dimensions: environmental sustainability and the 

economic or social sustainability of companies in the sector [8,9]. 

Achieving a balance between these aspects is critical, as companies 

must minimize their environmental impact while ensuring their 

long-term economic viability and maintaining social responsibility 
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toward the communities in which they operate [8]. The sector's 

capital intensity, extensive value chain, and reliance on non-

renewable resources pose challenges to meeting sustainability 

goals [10],[11]. The industry's dependence on fossil fuels conflicts 

with the principles of sustainable development, which prioritize 

long-term resource conservation and minimizing environmental 

harm [3]. As oil and gas operations require significant investments 

in infrastructure, the capital intensity of the sector makes 

transitioning to sustainable practices more complex [10]. 

Additionally, the global economy's reliance on oil and gas for 
energy security further complicates the industry's efforts to reduce 

its environmental footprint [1]. Growing energy demands, driven 

by population growth and industrialization, increase the pressure 

on companies to balance environmental sustainability with energy 

supply [12]. 

 To achieve sustainability, oil and gas companies must 

adopt strategies that integrate environmental, economic, and social 

dimensions [12]. This includes reducing carbon emissions, 

improving energy efficiency, and transitioning to renewable energy 

sources [9]. However, these environmental measures must be 

aligned with the companies’ profitability and investments in 
cleaner technologies [8]. Social sustainability involves ensuring 

equitable benefits for local communities while mitigating social 

harms like displacement and health risks [13]. The implementation 

of sustainability strategies is also complicated by varying 

regulatory requirements and geopolitical factors [11].  

 This manuscript aims at formulating a strategic 

framework that adopts business analysis techniques to tackle these 

issues thereby promoting sustainability and compliance with 

environmental standards in the oil and gas sector [6-8]. In this way, 

the industry will be able to reposition its business models in 

harmony with the SDGs and contribute to lowering carbon 

intensity without compromising economic rationality and social 
standards [14],[15]. 

 

II. THEORETICAL REFERENCE 

II.1 OVERVIEW OF THE GLOBAL NEED FOR 

SUSTAINABILITY IN THE OIL AND GAS SECTOR 

 Sustainability in the oil and gas sector requires balancing 

environmental impacts, economic growth, and people’s welfare in 

the sector. The industry has come to the stage of a cross-road of 

providing solutions to global economic growth, while at the same 

time upholding the Social Responsibility Safety Management 

about environmental conservation [10],[16],[17]. Due to awareness 

of environmental protection, the oil and gas industry is 

continuously evolving towards sustainable development goals, and 

is linking its further discussion with climate change, emission and 

sustainable energy for the world [13]. Currently, there is a 
noticeable trend towards increasing sustainability in the global oil 

industry on the part of both the global oil and gas sector and 

governments, with goals set for emission reductions, energy 

efficiency, and the shift to clean energy [18],[19]. This is based on 

International Climate Policies, including the Paris Agreement, 

which calls for emission reduction measures to raise the global 

temperature by only one degree. In this regard the global 

temperature should not exceed 5°C above the level of pre-

industrialization [3],[20]. 

 The oil and gas sector operates at the intersection of 

complex geopolitical and societal dynamics, where energy 
security, economic stability, and environmental sustainability are 

deeply intertwined [21]. As global concerns about climate change 

intensify, the industry faces mounting pressure to align with 

sustainability goals and reduce its carbon footprint [22]. This 

pressure stems from both international agreements, such as the 

Paris Agreement, and shifting societal expectations. Business 

analysis, particularly through strategic frameworks, can play a 

crucial role in enhancing sustainability and ensuring environmental 

compliance within this sector [23]. Geopolitically, the reliance on 

fossil fuels has far-reaching implications for national and global 

stability [21]. Oil-rich countries often experience economic 

volatility due to fluctuations in global oil prices and geopolitical 

conflicts. For example, nations like Venezuela and Nigeria have 
faced economic instability linked to their heavy dependence on oil 

revenues. This economic vulnerability highlights the need for these 

countries to diversify their economies away from fossil fuels. The 

shift towards cleaner energy sources and the adoption of 

sustainable practices are becoming essential strategies for 

maintaining economic stability and reducing vulnerability [24]. 

 Societal implications are equally significant. As 

governments implement policies aimed at reducing carbon 

emissions, oil-dependent economies must adapt to avoid socio-

economic disruptions. For instance, Saudi Arabia’s Vision 2030 

represents an ambitious effort to reduce its reliance on oil by 
investing in diverse sectors such as tourism and technology. 

Similarly, Kazakhstan is focusing on renewable energy projects to 

create new economic opportunities and lessen its dependence on 

fossil fuels. These examples underscore the necessity for oil-

dependent nations to foster economic resilience through 

diversification and innovation [25].  

 From a business analysis perspective, developing a 

strategic framework for reducing the carbon footprint involves 

several key components. First, integrating renewable energy 

technologies into oil and gas operations can substantially lower 

emissions and enhance sustainability [23]. For instance, companies 

can adopt solar, wind, and geothermal energy to power their 
facilities and reduce reliance on conventional fossil fuels. The use 

of photovoltaic solar panels on infrastructure, wind turbines near 

facilities, and geothermal heat pumps can significantly contribute 

to energy diversification and emissions reduction [26],[27]. 

Moreover, effective waste management and recycling practices are 

essential for minimizing the environmental impact of oil and gas 

operations. Implementing source reduction, material substitution, 

and process optimization can help reduce waste generation at 

facilities [28]. Recycling materials such as metal scrap and drilling 

muds can divert waste from landfills and promote a circular 

economy. Additionally, converting organic waste into renewable 
energy sources through technologies like anaerobic digestion and 

biogasification can offset fossil fuel consumption and reduce 

greenhouse gas emissions [21]. 

 The strategic framework also emphasizes the importance 

of compliance with environmental regulations and standards. 

Companies must regularly monitor environmental parameters, 

emissions, and adherence to permit conditions to ensure regulatory 

compliance [26]. Environmental management systems [EMS], 

such as ISO 14001, can help establish proactive measures for 

identifying and mitigating environmental risks. Engaging with 

local communities and stakeholders is crucial for building trust and 
ensuring the successful implementation of sustainability initiatives 

[23]. 
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II.2. INTERNATIONAL AGREEMENTS AND 

REGULATORY FRAMEWORKS: IMPACTS ON THE OIL 

AND GAS SECTOR 

 International agreements like the Paris Agreement have 

played a crucial role in shaping global climate policies by setting 

ambitious goals to curb greenhouse gas emissions and control 

global temperature increases. Since its adoption in 2015, the Paris 

Agreement has sought to limit the rise in global temperatures to 

well below 2°C above pre-industrial levels, aiming for an even 

more stringent 1.5°C limit [28],[29]. This framework has driven 

governments to adopt stricter environmental regulations and to 

encourage the transition to renewable energy sources. 

Governments worldwide are responding with increasingly 
stringent environmental standards. For example, the European 

Union Emissions Trading System [EU ETS] imposes a cap on total 

emissions and allows for trading of emission allowances, creating 

economic incentives for companies to reduce their emissions [30]. 

Similarly, national carbon taxes are designed to reduce carbon 

emissions by making high-emission activities more costly [28]. In 

response to these regulations, there has been a notable shift towards 

renewable energy. Policies like Germany’s Energiewende are 

promoting significant investments in renewable energy sources, 

such as wind and solar power [31] Major oil and gas companies, 

including BP and TotalEnergies, are adapting by investing in these 

cleaner technologies to comply with regulatory expectations and 
lessen their environmental impact [32]. 

 Maintaining a social license to operate is increasingly 

important. Companies must navigate these evolving regulations to 

retain public trust and avoid financial penalties. Enhanced 

reporting and ESG disclosures are becoming essential, as 

illustrated by ExxonMobil’s improved climate disclosures 

following shareholder demands [33]. This regulatory environment 

compels oil and gas firms to integrate sustainability into their core 

strategies and operations. This pressure emanates from 

governments, investors, and civil society who are demanding 

companies to be more responsible in the manner they deal with 
their impact on the environment. Different governments in the 

world are coming up with even tighter restrictions on emissions and 

environmental conservation thus forcing industries to become 

environmentally tolerant to meet their set standards [7],[34].  

 Integrating sustainability into key business operations is 

now widely recognized as a significant competitive edge [35]. 

Companies that take the initiative to implement eco-friendly 

practices, such as cutting down emissions, enhancing energy 

efficiency, and investing in renewable energy sources, are better 

prepared to comply with future regulations, attract investors, and 

enhance their corporate image [36]. Sustainability has shifted from 

being a peripheral issue to becoming a central element of strategic 
decision-making, particularly in the oil and gas sector. Business 

analysis provides the tools needed to measure the financial returns 

of sustainable investments, ensuring these efforts support both 

environmental objectives and financial success [37]. Oil and gas 

companies are experiencing global investors’ attention due to 

Environmental, Social, and Governance [ESG] considerations, 

which influence the business’ sustainability and market 

capitalization [17],[38]. 

II.3. IMPORTANCE OF REDUCING CARBON 

FOOTPRINT IN THE INDUSTRY 

 Minimizing carbon emissions helps with sustaining oil 

and gas by lessening greenhouse emissions, advancing along the 

globe’s climate objectives, and promoting sustainable actions in 

the long term [39]. Currently, the oil and gas sector is one of the 

highest emitters accounting for about 42% of total global CO2 

emissions [1],[3]. If these emissions are not significantly lowered, 

the world cannot achieve the existing climate goals, like the Paris 

Agreement that intends to limit global warming to 1. 5°C above 

pre-industrial levels [2],[4],[7]. In addition, when the limit of the 

usage of carbon is set and the cost of carbon increases, firms unable 

to decrease their emissions will be at a higher risk of suffering 

financially and could even lose market advantage. While carbon 

pricing mechanisms like carbon taxes and cap-and-trade systems 
are in place, they operate to increase the operating costs of oil and 

gas firms and thereby make capital-intensive projects less 

economically feasible for investors [17,38]. Digital emission 

estimation minimizes the carbon footprint of the oil and gas sector 

providing accurate real-time estimation, and efficient design 

changes at lower costs: as a result, enhancing the sustainability 

goals [32]. Organizations that develop a strategic approach to 

decreasing carbon emissions, including allocating resources to 

low-carbon technologies as well as increasing the efficiency of 

energy usage, not only address climatic risks but also strengthen 

their economic performance and competitive advantage [5]. 
 Integrating renewable energy sources into oil and gas 

operations offers a promising route to reducing carbon emissions 

and enhancing sustainability. Technologies like solar, wind, and 

geothermal power can offset the energy-intensive processes of 

extraction, transportation, and refining [40]. Solar panels installed 

on infrastructure such as drilling rigs and refineries can generate 

electricity, reducing reliance on fossil-fuel-based grid power [41]. 

Wind turbines, both onshore and offshore, can supplement energy 

needs and lower greenhouse gas emissions. Geothermal systems, 

utilizing heat from the Earth, can provide essential power and 

thermal energy, especially in remote areas with limited grid access. 

To mitigate climate change, reducing greenhouse gas emissions is 
crucial. Advanced technologies and practices can minimize 

methane leaks, flaring, and venting, and enhance energy efficiency 

throughout the oil and gas value chain [40]. Advanced detection 

methods, including optical gas imaging and drones, can improve 

leak identification and repair [41]. Alternatives to flaring, such as 

gas-to-power conversion and gas reinjection, can help recover 

resources and reduce emissions. Carbon capture and storage [CCS] 

technologies can capture and store CO2 emissions from industrial 

processes, including oil and gas operations, preventing 

atmospheric release [40]. Minimizing waste generation and 

encouraging recycling are key components of sustainable resource 
management in oil and gas operations [42]. Companies can lessen 

their environmental impact, conserve natural resources, and 

improve operational efficiency by reducing waste streams, 

recycling [43] materials, and implementing waste-to-energy 

technologies. Strategies such as source reduction, material 

substitution, and optimizing processes help reduce waste 

generation at oil and gas facilities [37]. Designing products and 

packaging for durability, recyclability, and reusability also 

minimizes waste throughout a product's life cycle [44]. Recycling 

programs for materials like metal scrap, plastic containers, and 

drilling muds can divert waste from landfills, decreasing the need 
for raw materials. Recycling facilities can extract valuable 

resources from waste, reintegrating them into production and 

fostering a circular economy [41]. 

 Additionally, organic waste, such as biomass and 

wastewater sludge, can be converted into renewable energy, 

reducing fossil fuel consumption and greenhouse gas emissions. 

Technologies like anaerobic digestion and biogasification convert 

waste into biogas, biofuels, and heat for onsite energy generation 
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[45]. Ensuring compliance with environmental regulations is vital 

for maintaining social license to operate. Environmental 

management systems [EMS] such as ISO 14001 provide a 

structured approach to identify and manage environmental risks. 

Moreover, engaging local communities and stakeholders enhances 

transparency, builds trust, and enables collaboration on minimizing 

environmental impacts [45]. 

 The objective of this review is to identify the application 

of business analysis in increasing sustainability and Conformity to 

the environmental standards in the Oil and gas industry. Through 
business analysis, a company gains a structured model of 

performing decision-making processes, which eventually helps to 

determine the most appropriate strategies for minimizing carbon 

emissions and maintaining the company’s profitability [6],[7]. 

Furthermore, it endeavours to present a conceptual framework for 

managing the carbon reduction strategy within the industry with an 

emphasis on informed decision-making processes and best 

practices. 

 Business analysis is crucial in advancing sustainability 

and ensuring environmental compliance in the oil and gas industry. 

By relying on data-driven approaches, companies can enhance 
operational efficiency, cut down emissions, and boost profitability. 

Through the use of real-time data and predictive analytics, firms 

are able to make smarter decisions about energy consumption and 

emissions control, helping them meet their environmental targets 

[46]. Additionally, business analysis aids companies in evaluating 

regulatory risks, allowing them to anticipate changes in 

environmental policies and adapt strategies to ensure compliance 

[38]. This foresight minimizes risks while enhancing the 

company’s overall sustainability efforts. Business analysis further 

informs investment in low-carbon technologies by assessing the 

cost-effectiveness of such investments, ensuring that the most 

sustainable solutions are also economically viable [6]. Moreover, 
optimizing supply chains through business analysis helps 

companies identify inefficiencies in logistics and production 

processes, leading to reduced emissions [3]. Business analysis also 

aligns Corporate Social Responsibility [CSR] efforts with 

stakeholder expectations, promoting transparency and 

strengthening trust through clear sustainability reports [20].  

Business analysis equips oil and gas companies with the necessary 

tools to confront environmental challenges, cut their carbon 

footprint, and remain sustainable while maintaining profitability. 

Despite these advancements, there remains a gap in integrating 

business analysis with strategic frameworks specifically tailored 
for reducing carbon footprints. This journal aims to bridge this gap 

by proposing a comprehensive framework that leverages business 

analysis to address sustainability challenges, offering actionable 

insights for enhancing both environmental performance and 

economic viability in the oil and gas industry. 

 

III. MATERIALS AND METHODS 

 The steps used in this review reflected rigorous and 

efficient identification and synthesis of data. The sources of data 

collection were academic and peer-reviewed journals, business 

reports, and case studies that revolved around sustainability, 

environmental standards, and business reporting on the oil and gas 

industry. The literature review was conducted by searching 

multiple databases like Scopus, Web of Science, and Google 

Scholar using such keywords as “business analysis in oil and gas”, 
“sustainability”, “environmental compliance”, and “carbon 

footprint reduction”. The inclusion criteria were articles published 

in the last decade, devoted to global and gas sectors and written in 

English, which analyzed the role of business analysis for 

sustainability in the given industry. Studies that did not contain 

features of any of these articles were dropped out of the review 

process.  

 Besides journal articles, several industry reports 

developed by key oil and gas companies as well as by the 

International Energy Agency [IEA] and the World Bank were 

reviewed to identify the current best practices and trends in the 

industry. Information from these sources was subjected to thematic 

analysis to find out various themes, strategies and challenges on 
sustainability and environmental compliance within the industry. 

The analysis was also identified how various business analysis 

tools and techniques have been employed in the process of solving 

these challenges. 

 To ensure a thorough review, data was categorized based 

on relevance and impact. Key areas of focus included the 

effectiveness of various business analysis tools, the influence of 

technological advances on sustainability, and the strategies that 

leading firms use to improve environmental compliance. The 

synthesis process involved cross-comparing findings from 

different sources to highlight similarities and differences, offering 
a detailed view of current practices and industry gaps. 

 The review also assessed the research methods used in the 

studies, evaluating the strength of research designs, data collection 

techniques, and analysis methods to ensure the conclusions were 

credible and sound. Additionally, the review took into account the 

geographic and sectoral diversity of the studies to provide a well-

rounded perspective on sustainability practices in various contexts. 

The resulting framework, derived from academic research, 

industry reports, and thematic analysis, offers a comprehensive 

strategy for reducing the carbon footprint in the oil and gas sector. 

It provides actionable recommendations and best practices that can 

be tailored to different operational scenarios within the industry. 
 

III.1 FRAMEWORK DEVELOPMENT 

 The literature and case study analysis used to inform the 
development of the strategic framework for lowering the carbon 

footprint of the oil and gas industry also guided the development 

of the strategic framework. The above framework was built in 

several phases. First, the general tools that are applied to business 

analysis in sustainability practices, including SWOT analysis, 

PESTEL analysis, and value chain analysis, were described and 

compared in the context of the oil and gas sector. These tools were 

then incorporated into a coherent framework specific for improving 

the decision-making and operational processes about sustainability 

and environmental management. 

 The development of the framework was also an iterative 

process where feedback from other experts and professionals 
would be incorporated. This feedback played an important role of 

making certain that the framework is not only theoretical, but it is 

also realistic and implemental. The framework was intended to be 

rather general so that it could be easily customized to the 

peculiarities of individual companies operating in the industry. 

III.2 CRITERIA FOR SELECTING CASE STUDIES 

 When choosing cases, several factors were taken into 
nconsideration to make sure that only relevant and appropriate 

cases were included in the review. First, the study had to include 

eight cases of companies within the global oil and gas sector that 

have applied business analysis strategies to enhance sustainability 

and decrease carbon footprint, and are located in the United States 

of America. Second, these cases had to show some market impact: 
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emission changes, upgraded compliance, or improved efficiency. 

The cases were selected from different geographical locations to 

capture variations in the regulation and the market covering that 

stream of the profession to get a feel of how business analysis 

comprehensively can be deployed in several settings. 

 Additionally, where the description of the problem 

encountered, the tools used for business analysis, and its outcome 

were well captured, such cases were considered first. This selection 

criterion ensured that the case studies presented recommendations 

which could be applied or could be borrowed by other firms in the 

industry. The last choice of cases was carried out by comparing the 

theoretical literature and numerous reports of successful and failed 

strategies. 

 
 

Table 1: Key Components of the Framework. 

Strategic Framework 

Component 
Description 

Business Analysis 

Tool 
Application of the Tool 

Policy Alignment 
Ensuring company policies are aligned 
with international environmental 
regulations and sustainability goals. 

PESTEL Analysis 
Analyzes the Political, Economic, Social, 
Technological, Environmental, and Legal factors 
affecting policy alignment. 

Technology Integration 
Adoption and integration of advanced 
technologies to minimize emissions and 
improve energy efficiency. 

SWOT Analysis 
Assesses the Strengths, Weaknesses, Opportunities, 
and Threats related to adopting and integrating new 
technologies. 

Stakeholder Engagement 

Engaging with stakeholders, including 
governments, communities, and 
investors, to support sustainability 
initiatives. 

Stakeholder 
Analysis 

Identifies and prioritizes key stakeholders and their 
interests to develop engagement strategies that align 
with sustainability goals. 

Operational 
Optimization 

Streamlining operations to reduce 
energy consumption and emissions 
throughout the value chain. 

Value Chain 
Analysis 

Examines each stage of the value chain to identify 
opportunities for reducing carbon footprint and 
enhancing operational efficiency. 

Risk Management 
Identifying and mitigating risks 
associated with environmental 
compliance and sustainability. 

Failure Models and 
Effects Analysis 
[FMEA] 

Evaluates potential failure points in processes and 
systems to prioritize risks and implement preventive 
measures to enhance environmental compliance. 

Sustainability Reporting 
and Monitoring 

Implementing systems for tracking and 
reporting sustainability metrics and 
progress towards carbon reduction 
goals. 

Balanced Scorecard 
Provides a framework for tracking performance 
across financial, customer, internal process, and 
sustainability perspectives. 

Innovation and Research 
Development 

Investing in R&D to develop new 
methods and technologies for reducing 
emissions and enhancing sustainability. 

Innovation Mapping 
Identifies areas for innovation and tracks the 
development and implementation of new technologies 
and practices. 

Continuous 
Improvement 

Implementing processes that ensure 
ongoing improvement in sustainability 
and operational efficiency. 

Lean Six Sigma 
Applies Lean Six Sigma methodology to reduce 
waste, improve efficiency, and enhance sustainability 
in operations. 

Problem Solving and 
Process Improvement 

Identifying and addressing underlying 
issues that impede environmental 
compliance and sustainability. 

Root Cause 
Analysis 

Investigates the root causes of problems related to 
environmental performance, enabling targeted 
solutions that enhance sustainability and compliance. 

Source: Authors, (2024). 
 

Table 2. Characteristics of Included Case Studies. 
Author & 

Year 
Objective Case Study Methodology Description Potential Challenges 

Suggested 

Solutions 

Tonge 
[2019] 

To examine 
sustainability 

trends and 
technology 
integration in the 
oil and gas sector. 

BP's Technology 

Integration for 
Emission 
Reduction 

Case Study 
Analysis 

BP implemented 
advanced carbon 
capture and storage 
[CCS] technology 
to reduce emissions 
in its oil and gas 
operations. 

High Initial Costs: 
Implementing CCS 
technology involves 
significant upfront 
investment. 

Public-Private 

Partnerships: 
Collaborate with 
governments to 
secure funding and 
subsidies for CCS 
projects. 

Alnuaim 
[2019] 

To explore the 

alignment of 
corporate policies 
with international 
climate goals. 

ExxonMobil's 
Policy 
Alignment with 
Paris Agreement 

Policy Review 
and Case Study 

ExxonMobil 
adjusted its internal 
policies to align 
with the Paris 
Agreement's goals, 
focusing on 
reducing scope 1 

and 2 emissions. 

Regulatory 
Compliance: Variations 
in local regulations across 
different countries may 
complicate 
implementation. 

Global 

Standardization: 
Advocate for more 
consistent 
international 
regulatory standards 
to simplify 

compliance. 

Intykbayeva 
[2021] 

To assess the 
impact of 

stakeholder 
engagement on 
sustainability 
initiatives, 

Shell's 

Stakeholder 
Engagement in 
the Netherlands 

Stakeholder 
Analysis and 
Case Study 

Shell engaged local 
communities and 
stakeholders in the 
Netherlands to 
support its transition 
to renewable 
energy. 

Community Resistance: 
Some stakeholders may 
resist changes due to 
perceived economic or 
social impacts. 

Transparent 

Communication: 
Develop clear 
communication 
strategies to inform 
stakeholders of 
long-term benefits. 
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Mojarad et 
al. [2018] 

To optimize 
operations for 
reducing energy 
consumption and 

emissions in the 
oil and gas 
industry. 

Chevron's 
Operational 
Optimization in 

Downstream 
Operations 

Value Chain 
Analysis and 

Case Study 

Chevron 

streamlined its 
downstream 
operations to reduce 
energy consumption 
and emissions using 
value chain 
analysis. 

Operational Disruption: 
Optimizing operations 
may temporarily disrupt 
existing processes. 

Phased 

Implementation: 
Gradually 
implement changes 
to minimize 
disruptions and 
maintain operational 
continuity. 

Menéndez et 
al. [2022] 

To explore 
innovation in 
biofuels as a 
sustainable 
alternative in the 
energy sector. 

TotalEnergies' 
Innovation in 
Biofuels 
Development 

Innovation 
Mapping and 

Case Study 

TotalEnergies 
invested in R&D to 
develop biofuels as 
part of its 
sustainability 
strategy, reducing 
reliance on fossil 
fuels. 

Technological 
Uncertainty: The 
success of new 

technologies like biofuels 
is not always guaranteed. 

Diversified R&D 
Portfolio: Invest in 
multiple 
technologies to 

mitigate the risk of 
any single project's 
failure. 

Garbie 
[2016] 

To evaluate risk 
management 
practices in 
ensuring 
environmental 
compliance in the 
oil and gas 
industry. 

Saudi Aramco's 
Risk 

Management for 
Environmental 
Compliance 

Risk 
Assessment 
and Case Study 
Analysis 

Saudi Aramco 
developed a 
comprehensive risk 
management 
framework to 
ensure compliance 
with environmental 
regulations. 

Complex Risk 
Assessment: Identifying 
and mitigating 
environmental risks can 
be complex and resource-
intensive. 

Advanced 
Analytics: Utilize 
data analytics and AI 

to enhance risk 
identification and 
mitigation 
processes. 

Alnuaim 
[2019] 

To investigate the 
effectiveness of 
sustainability 

reporting in 
tracking 
environmental 
goals. 

Eni's 
Sustainability 

Reporting and 
Monitoring 
System 

Sustainability 

Reporting and 
Case Study 

Eni implemented a 
robust sustainability 
reporting system, 
tracking progress 
towards carbon 
reduction goals. 

Data Accuracy: 
Ensuring the accuracy of 

sustainability data across 
multiple operations can 
be challenging. 

Integrated 

Reporting Tools: 
Implement 
integrated software 
solutions that 
consolidate and 
verify data from 
different sources. 

Source: Authors, (2024). 

III.3 STRATEGIC FRAMEWORK FOR REDUCING 

CARBON FOOTPRINT 

 The following are the elements of the proposed Strategic 

Framework for Reducing Carbon Footprint namely; policy and 

regulation matching, incorporation of superior technology, 

stakeholder involvement, operation optimization, risk 

management, sustainable assessment, and investment in innovation 

(Table 1). All the components incorporate tools for business 
analysis such as PESTEL, SWOT, Value Chain Analysis, Failure 

Models and Effects Analysis [FMEA], Balanced Scorecard, 

Stakeholder Analysis, Innovation Mapping, Lean Six Sigma and 

Root Cause Analysis to enhance effectiveness in attaining 

sustainable outcomes. As can be evidenced by the case studies 

presented in this paper, the sustainability effort in the oil and gas 

industry varies (Table 2). BP engaged in the use of carbon capture 

and storage which was however characterized by high initial costs 

through public-private partnerships. ExxonMobil adjusted the 

policies to the Paris Agreement and promoted the standards for 

internationalization. Shell was focused on identifying Paths 
Towards Renewables to involve stakeholders. Through phased 

implementation, Chevron improved downstream operation 

efficiency. Biofuels were another important investment for 

TotalEnergies; it addressed the technological risks by having 

balanced research and development programs. The participants’ 

actions include Saudi Aramco, which initiated the creation of the 

framework for risk management, integrated with big data, and also 

Eni, which focused on improving sustainability reporting, using 

integrated tools. 

 

IV. RESULTS AND DISCUSSIONS 

 In the case of the oil and gas industry, there are several 
effects of the framework in the achievement of the sustainability 

goals as the following cases have shown. For instance, BP has 

adopted more refined carbon capture and storage [CCS] technology 

as an illustration of how technology holds the potential to lower 

emissions, albeit at a greater start-up cost, which may be moved by 
PPPs [47].  This approach highlights the role of innovative 

technology in achieving long-term sustainability goals, 

demonstrating that while initial costs may be high, the benefits of 

CCS in significantly reducing emissions can be substantial when 

supported by strategic partnerships. Such collaborations can help 

distribute the financial burden and facilitate the scaling of CCS 

technology across the industry. 

 Similarly, while addressing the policies of the 

organization, namely, ExxonMobil, on the requirements of the 

Paris Agreement, which indicate the importance of the regulation 

alignment to achieve the objective of sustainability, the variations 
of the local regulations noticed in this case show that there is a need 

for international standardization. The variations in local regulations 

observed in this case underscore the necessity for international 

standardization. A unified global framework could streamline 

compliance and foster more consistent implementation of 

sustainability practices, thereby enhancing the overall 

effectiveness of regulatory measures. Standardization would 

reduce the complexity faced by multinational corporations 

operating in diverse regulatory environments, enabling more 

coherent and widespread adoption of sustainable practices [10]. 

Furthermore, Shell’s interaction with the stakeholders in the 

Netherlands shows the need to involve the locals in the support of 
a shift to renewable energy as the main resistance hinders 

communication [48]. The other significant factors for sustainability 

improvement in the oil and gas industry are operational 

improvement and innovation. Chevron, therefore, sues 

downstream optimization to minimize energy usage as a 

Page 86 



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 81-90, November/ December., 2024. 

 

 

demonstration of how value chain analysis reduces emissions, 

though operational changes impact continuity and are manageable 

through a phased approach [15].  

 The resistance encountered in engaging local stakeholders 

illustrates the importance of effective communication and 

collaboration. Involving local communities early in the decision-

making process and addressing their concerns can mitigate 

resistance and enhance support for renewable energy projects. This 

engagement is crucial for successful implementation and 

acceptance of sustainability initiatives, as demonstrated by Shell’s 
experience [48]. Another significant factor for sustainability 

improvement in the oil and gas industry is operational enhancement 

and innovation [44]. Chevron’s use of downstream optimization to 

minimize energy consumption is a prime example of how value 

chain analysis can contribute to emission reductions. The phased 

approach to implementing operational changes demonstrates the 

feasibility of incremental improvements in reducing emissions 

while maintaining operational continuity. Such strategic 

optimization not only lowers energy usage but also enhances 

overall operational efficiency, thereby aligning with sustainability 

goals [15]. 
 TotalEnergies’ commitment to biofuels as a sustainable 

option shows how variation in the portfolios can help manage risks 

arising from the issues of technological volatility to improve the 

robustness of sustainability approaches [20]. By investing in 

biofuels, TotalEnergies addresses the challenge of technological 

uncertainty and demonstrates how a diversified approach to 

sustainability can enhance resilience. This strategy not only 

supports sustainability objectives but also provides a buffer against 

market fluctuations and technological changes, reinforcing the 

robustness of sustainability efforts [49]. 

 In addition to defensive capabilities, there are more 

effective risk management practices, including the one in Saudi 
Aramco, to ensure compliance with the environmental standards 

whereby risk management enables the application of advanced 

analytics to tackle complexities of risk assessments [8]. Advanced 

analytics and risk management strategies enable companies to 

navigate the complexities of environmental compliance more 

effectively. By leveraging sophisticated analytical tools, 

companies can better assess and manage environmental risks, 

thereby enhancing their ability to meet regulatory requirements and 

achieve sustainability objectives [50]. 

 The outlined approaches, which could present some 

problems, contribute to the improvement of the oil and gas sector’s 
performance of sustainable development objectives altogether. The 

strategic initiatives reflected in these examples highlight the 

importance of integrating technological innovations, policy 

alignment, stakeholder engagement, and risk management into a 

comprehensive framework for enhancing sustainability and 

minimizing carbon footprints. These elements, when combined, 

provide a robust foundation for advancing sustainability efforts 

across the industry [51]. 

 The following are some of the strategic initiatives, which 

are included in the development of the proposed framework for 

enhancing sustainability and minimising carbon footprint in the oil 
and gas industry: For example, BP has employed the best CCS 

technology that shows that technology is a key factor in addressing 

emissions even though it might entail high initial costs, which may 

be eased with public-private partnerships aimed at sourcing capital 

[47].  

 Despite the high initial costs, CCS technology represents 

a critical tool for reducing carbon emissions. The involvement of 

public-private partnerships can help mitigate these costs and 

facilitate the broader adoption of CCS, thus contributing to long-

term sustainability goals [52]. Similarly, the fact that ExxonMobil 

changed its internal policies to abide by the Paris Agreement 

speaks to the power of policy as the crucial factor affecting 

sustainability; if the policies were more standardized around the 

world, the company would be more likely to adhere to them and 

engage in more sustainable practices across different regions [10]. 

The need for international standardization is evident, as consistent 

global policies would simplify compliance and encourage more 

widespread adoption of sustainable practices across different 
regions [36]. 

 When comparing the proposed framework with several 

similar strategies in the oil and gas industry that are not included in 

the analysis, it is possible to identify differences that could provide 

a better understanding of how to improve sustainability and 

minimize carbon footprints. For example, [1] focuses on renewable 

hydrogen as one of the promising options to address the 

carbonization problem of the oil and gas industry. Unlike the BP’s 

reliance on CCS technology to cut down emissions, renewable 

hydrogen is a low-carbon fuel which does not have much distance 

to travel in terms of integration due to its compatibility with 
existing infrastructures, without the high initial investments that 

are required for CCS [1],[47]. Also, some companies have ventured 

into different types of renewable technologies, meaning that they 

are not concentrated in one particular kind of technology like 

ExxonMobil’s single-focused strategy of policy commitment to the 

Paris Agreement outlined in this work by [20].  Moreover, this is 

further demonstrated by [3] on how digital twins and predictive 

analytics can design and manage the oil and gas industry in a way 

that maximises operations while also minimising emissions rather 

than just performing a ‘value chain’ analysis. This technology 

provides a dynamic and comprehensive view of operations, 

allowing for optimized performance and reduced emissions. Unlike 
traditional value chain analysis, digital twins and predictive 

analytics offer real-time insights and enhanced efficiency, thereby 

contributing [53] to more effective sustainability management [38]. 

This approach differs from the operational improvement strategies 

that have been embarked on at Chevron particularly because they 

feature more on the efficiency of current processes and the optimal 

use of digital tools, whereas the use of big data is still in an 

enhanced stage [15]. Furthermore, one form of partnership has seen 

manufacturers like Equinor seek to own certain assets to integrate 

renewable energy in their operation plans while lowering carbon 

footprints in a more consistent manner than through the use of 
posted emissions reduction technologies like CCS or biofuels [54]. 

These comparative examples emphasize the fact that a more 

synergistic approach is required to integrate av sophisticated 

technology, renewable energy investments, and policy changes to 

achieve overall carbon reduction and sustainability goals in the oil 

and gas industry. A more integrated and multifaceted strategy, 

incorporating various elements of technology, policy, and 

stakeholder engagement, is essential for addressing the complex 

challenges of sustainability in the oil and gas industry [49]. The 

strategies for increasing sustainability and decreasing carbon 

intensity within the oil and gas industry are long-term and have 
scalability potential across the sector. For example, BP as a 

company integrates efficient carbon capture and storage or CCS as 

a form of addressing emissions although the technology is large 

scale at the start it is costly thus the need for involvement of partner 

funding [10],[47]. Likewise, ExxonMobil’s policy collaboration 

with the Paris Agreement is evidence of integrated business and 

climate objectives that can generate a uniform business model that 

makes compliance more manageable and perhaps more extensive 
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[8],[10]. Moreover, the practice of engaging stakeholders and 

coming up with innovative solutions for sustainable options also 

increases the possibility of expanding these sustainability efforts. 

Shell’s lessons in engaging stakeholders for renewable energy 

transition show that traditional communications management 

practice also helps to negate community opposition to sustainable 

projects and thus increase the acceptance and implementation of 

such projects in a wide area [20],[48]. Furthermore, the investment 

in biofuels at TotalEnergies also demonstrated how the diversified 

research and development offset the risks associated with new 
technologies for fossil fuel use reduction in the energy sector as a 

scalable model as mentioned in [15],[20]. These strategies stress 

about the applicability on a large scale and long-term returns for 

the industry that fuels the change towards a more sustainable and 

compliant manner in the oil and gas sector. By adopting a 

synergistic approach that combines technological advancements, 

policy alignment, stakeholder engagement, and diversified 

investments, the industry can more effectively achieve its 

sustainability goals and reduce carbon footprints over the long 

term. 

V. CONCLUSIONS 

 This review responds to the research questions showing 

the importance of the business analysis approach in improving 

sustainability and compliance to environmental conditions in the 

oil and gas industry. Some major research findings suggest that the 
use of modern technologies and the integration of corporate 

policies with international climate goals can significantly decrease 

emissions; meanwhile, high costs and bureaucratic obstacles can 

hinder these efforts [10],[47]. Engagement of stakeholders and 

efforts towards the development and utilization of other renewable 

energy sources such as bio-fuels are also found to be potential 

solutions for sustainability and low carbon footprint within this 

industry, especially when implemented with communication 

transparency and diverse investment in research and development 

[20],[48]. Strategic management, focusing on operational 

excellence, risk management and sound sustainability reporting are 
integral parts of a strategic management model that provides 

guidelines for improving organisational performance and targeting 

global sustainability goals without compromising on economic 

viability [8].  

 To reach sustainable and scalable development in the oil 

and gas industry, it is better to use several strategies: First and 

foremost, initial strategies include prioritizing the use of more 

advanced technologies, like CCS; however, it is crucial to find 

solutions to financial difficulties through public and private 

financing to reduce the overall costs, which is carried out through 

the development of funding mechanisms [8,47]. Also, integrating 

corporate policies with international climate deals including the 
Paris Agreement is important in lateral harmonization of 

sustainability regimes, thus minimizing compliance risks across 

jurisdictions [10]. Stakeholder communication and the 

involvement of stakeholders within sustainability processes can 

improve sustainability and easier transition towards renewable 

energy [48] However, risk management strategies are required to 

minimize the technological risks involved with newer technologies 

and rising environmental standards to achieve a diversified 

portfolio of renewable energy technologies [20]. Further studies 

should therefore consider examining the applicability of innovation 

tools like digital twin and predictive analytics for achieving better 
practical and environmental outcomes than conventional tools 

[3],[15]. It is also essential to analyse how other novel renewable 

energy resources such as renewable hydrogen and offshore wind 

affect the central idea of sustainability and carbon-cutting 

initiatives in the oil and gas industry [1],[54]. Further, it is 

necessary to study the community effects of sustainability 

transition, which involves how local communities can participate 

actively in this change and how knowledge regarding best practices 

in public involvement and communication can be shared in 

different countries [48]. Finally, researchers must assess the 

impacts of the policy initiatives that seek to synchronise regional 

and global regulation of sustainability practices seeking to achieve 

further improvements in the implementation of sustainable 
practices across the industry [10]. 

 

VI. AUTHOR’S CONTRIBUTION 

Conceptualization: Alliy Adewale Bello, Fredrick Fiyeboju Magi, 

Ogochukwu Gold Abaneme, Uzochi Achumba, Adebowale 

Martins Obalalu and Mobolaji Fakeyede. 

Methodology: Alliy Adewale Bello, Fredrick Fiyeboju Magi, 

Ogochukwu Gold Abaneme, Uzochi Achumba, Adebowale 

Martins Obalalu and Mobolaji Fakeyede. 

Investigation: Alliy Adewale Bello, Fredrick Fiyeboju Magi, 

Ogochukwu Gold Abaneme, Uzochi Achumba, Adebowale 

Martins Obalalu and Mobolaji Fakeyede. 

Discussion of results: Alliy Adewale Bello, Fredrick Fiyeboju 

Magi, Ogochukwu Gold Abaneme, Uzochi Achumba, Adebowale 

Martins Obalalu and Mobolaji Fakeyede. 
Writing – Original Draft: Alliy Adewale Bello, Fredrick 

Fiyeboju Magi, Ogochukwu Gold Abaneme, Uzochi Achumba, 

Adebowale Martins Obalalu and Mobolaji Fakeyede. 

Writing – Review and Editing: Alliy Adewale Bello, Fredrick 

Fiyeboju Magi, Ogochukwu Gold Abaneme, Uzochi Achumba, 

Adebowale Martins Obalalu and Mobolaji Fakeyede. 

Supervision: Alliy Adewale Bello, Fredrick Fiyeboju Magi, 

Ogochukwu Gold Abaneme, Uzochi Achumba, Adebowale 

Martins Obalalu and Mobolaji Fakeyede. 

Approval of the final text: Alliy Adewale Bello, Fredrick 

Fiyeboju Magi, Ogochukwu Gold Abaneme, Uzochi Achumba, 
Adebowale Martins Obalalu and Mobolaji Fakeyede. 

 

VII. REFERENCES 

[1] Int. Energy Agency [IEA], 2021. Global Energy Review 2021. Available: 

https://www.iea.org/reports/global-energy-review-2021.  

 

[2] O. Schneising et al., "Advances in retrieving methane and carbon monoxide 

from TROPOMI onboard Sentinel-5 Precursor," Atmos. Meas. Techn. Discuss., 

vol. 2022, pp. 1-28, 2022. 

 

[3] S. Paltsev, A. Ghandi, J. Morris, and H. Chen, "Global electrification of light-

duty vehicles: impacts of economics and climate policy," Econ. Energy Environ. 

Policy, vol. 11, no. 10.5547, 2022. 

 

[4] J. van den Broek, "Quantifying visions on the Dutch energy transition," 2020. 

 

[5] S. Ghosh, A. K. Tiwari, B. Doğan, and E. J. A. Abakah, "The dynamic 

relationship between gas and crude oil markets and the causal impact of US shale 

gas," Comput. Econ., vol. 63, no. 6, pp. 2501-2524, 2024. 

 

[6] Q. Abbas, M. Nurunnabi, Y. Alfakhri, W. Khan, A. Hussain, and W. Iqbal, "The 

role of fixed capital formation, renewable and non-renewable energy in economic 

growth and carbon emission: a case study of Belt and Road Initiative project," 

Environ. Sci. Pollut. Res., vol. 27, pp. 45476-45486, 2020, doi: 10.1007/s11356-

020-10413-y. 

 

[7] S. Thacker, E. Eaton, N. Healy, A. Scerri, J. C. Stephens, and G. Supran, "Fossil 

fuel industry influence in higher education: A review and a research agenda," 

*Wiley Interdisciplinary Reviews: Climate Change*, doi: 10.1002/wcc.904, May 

2024. 

 

Page 88 



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 81-90, November/ December., 2024. 

 

 

[8] I. Garbie, "Sustainability in the service sector: oil and gas industry," in 

Sustainability in Manufacturing Enterprises: Concepts, Analyses and Assessments 

for Industry 4.0, 2016, pp. 217-236. 

 

[9] T. Walker, S. Barabanov, M. Michaeli, and V. Kelly, "Sustainability in the oil 

and gas industry: An introduction," in *Sustainability in the Oil and Gas Industry*, 

1st ed., Cham, Switzerland: Springer, 2023, doi: 10.1007/978-3-031-51586-6_1. 

 

[10] S. Alnuaim, "Energy, Environment, and Social Development: What Does 

Sustainability Mean for Oil and Gas?" J. Petroleum Technol., 2018, doi: 

10.2118/1218-0010-JPT. 

 

[11] R. J. Lempert, B. Preston, S. M. Charan, L. Fraade-Blanar, and M. S. 

Blumenthal, "The societal benefits of vehicle connectivity," Transp. Res. D: Transp. 

Environ., vol. 93, no. 102750, 2021. 

 

[12] A. Bello, "CSA implementation strategies unravelling success and challenges," 

ITEGAM-JETIA, vol. 10, no. 47, pp. 42-49, 2024, doi: 10.5935/jetia.v10i47.1070.  

 

[13] T. Walker, S. Barabanov, M. Michaeli, and V. Kelly, "Sustainability in the oil 

and gas industry: An introduction," in *Sustainability in the Oil and Gas Industry*, 

1st ed., Springer, 2023, doi: 10.1007/978-3-031-51586-6_1. 

 

[14] Y. Yusuf, A. Gunasekaran, A. Musa, N. El-Berishy, T. Abubakar, and H. 

Ambursa, "The UK oil and gas supply chains: An empirical analysis of adoption of 

sustainable measures and performance outcomes," Int. J. Prod. Econ., vol. 146, pp. 

501-514, 2013, doi: 10.1016/J.IJPE.2012.09.021. 

 

[15] A. A. S. Mojarad, V. Atashbari, and A. Tantau, "Challenges for sustainable 

development strategies in oil and gas industries," in Proc. Int. Conf. Bus. 

Excellence, vol. 12, no. 1, pp. 626-638, 2018. 

 

[16] E. Dadd, V. Kirou, J. Velasquez, S. Kalhori, and D. Galatro, "Sustainability 

and future of the oil and gas industry: a mini-review," DYNA, 2023, doi: 

10.15446/dyna.v90n226.105963. 

 

[17] I. Kostenok, Y. Khomenko, and A. Efimenko, "Today's interpretation of oil 

and gas companies' sustainability in global fuel and energy market," Vestn. 

Plekhanov Russ. Univ. Econ., 2020, doi: 10.21686/2413-2829-2020-1-93-107. 

 

[18] N. Ekpecham, "Global Oil Industry: Environmental Sustainability Efforts by 

Corporations and Governments," J. Artif. Intell. Gen. Sci. [JAIGS], vol. 1, no. 1, 

pp. 166–167, 2024, doi: 10.60087/jaigs.v1i1.94. 

 

[19] H. Dong, "Oil and gas industry: environmental and sustainability in the energy 

transition to net-zero," 2022, doi: 10.3997/2214-4609.2023101044. 

 

[20] J. Menéndez-Sánchez, J. Fernández-Gómez, and A. Araujo-de-la-Mata, 

"Sustainability Strategies by Oil and Gas Companies, Contribution to the SDGs and 

Local Innovation Ecosystems," Energies, vol. 16, no. 6, pp. 2552, 2023. 

 

[21] M. Hafner, P. P. Raimondi, and B. Bonometti, "Geopolitics of Oil and Gas in 

the MENA Region," in The Energy Sector and Energy Geopolitics in the MENA 

Region at a Crossroad, Springer, Cham, 2023, pp. 81-98. doi: 10.1007/978-3-031-

30705-8_5. 

 

[22] S. Bakhsh, W. Zhang, K. Ali, and J. Oláh, "Strategy towards sustainable energy 

transition: The effect of environmental governance, economic complexity, and 

geopolitics," Energy Strat. Rev., vol. 52, p. 101330, Mar. 2024. 

 

[23] Q. Hassan, P. Viktor, T. J. Al-Musawi, B. M. Ali, S. Algburi, H. M. Alzoubi, 

A. K. Al-Jiboory, A. Z. Sameen, H. M. Salman, and M. Jaszczur, "The renewable 

energy role in the global energy transformations," Renewable Energy Focus, vol. 

48, p. 100545, Mar. 2024. 

 

[24] R. Vakulchuk, I. Overland, and D. Scholten, "Renewable energy and 

geopolitics: A review," Renew. Sustain. Energy Rev., vol. 122, p. 109547, Apr. 

2020. 

 

[25] A. Ibenrissoul, Z. Benjouid, and S. Kammoun, "Evaluating the compliance of 

environmental management systems: Evidence from Moroccan banks," Arab Gulf 

J. Sci. Res., Jun. 2023. [Online]. Available: 

https://ajieel.com/index.php/a/article/download/47/48. 

 

[26] C. Okafor, C. Madu, C. Ajaero, J. Ibekwe, H. Bebenimibo, and C. Nzekwe, 

"Moving beyond fossil fuel in an oil-exporting and emerging economy: Paradigm 

shift," AIMS Energy, vol. 9, no. 2, pp. 379–413, 2021. doi: 

10.3934/energy.2021020. 

 

[27] J. Awewomom, F. Dzeble, Y. D. Takyi, et al., "Addressing global 

environmental pollution using environmental control techniques: a focus on 

environmental policy and preventive environmental management," Discover 

Environmental, vol. 2, p. 8, 2024. doi: 10.1007/s44274-024-00033-5. 

 

[28] M. Dhali, S. Hassan, and U. Subramaniam, "Comparative analysis of oil and 

gas legal frameworks in Bangladesh and Nigeria: A pathway towards achieving 

sustainable energy through policy," Sustainability, vol. 15, no. 21, p. 15228, 2023. 

doi: 10.3390/su152115228. 

 

[29] S. C. Dike and S. E. Osinachi-Nwandem, "Regulatory framework governing 

gas operations and utilization in the Nigerian petroleum industry," Afr. J. Ind. Eng. 

Environ. Res., 2023. [Online]. Available: 

https://ajieel.com/index.php/a/article/download/47/48. 

 

[30] C. Yin, "International law regulation of offshore oil and gas exploitation," 

Environ. Impact Assess. Rev., vol. 88, p. 106551, May 2021. 

 

[31] A. Rahuma and S. Fethi, "A new approach to evaluate environmental strategy: 

Empirical evidence from international petroleum companies using the balanced 

scorecard model," Bus. Strat. Environ., vol. 24, p. 3068, 2022. doi: 

10.1002/bse.3068. 

 

[32] C. Majumdar, K. C., A. Naik, H. Garg, A. Suryadi, A. Sabir, H. Hussain, and 

N. Singh, "Digital Emission Footprint Estimation as a Design Criteria to Fulfil 

Sustainable Development Goals," 2024, doi: 10.2523/iptc-23408-ms. 

 

[33] J. Lee, A. M. Serafin, and C. Courteau, "Corporate disclosure, ESG, and green 

fintech in the energy industry," J. World Energy Law Bus., vol. 16, no. 6, pp. 473–

491, 2023. doi: 10.1093/jwelb/jwad018. 

 

[34] W. Ahmad, J. Rezaei, M. Brito, and L. Tavasszy, "The influence of external 

factors on supply chain sustainability goals of the oil and gas industry," Resources 

Policy, vol. 49, pp. 302-314, 2016, doi: 10.1016/J.RESOURPOL.2016.06.006. 

 

[35] Y. Zhu, H. Zhang, A. B. Siddik, Y. Zheng, and F. A. Sobhani, "Understanding 

corporate green competitive advantage through green technology adoption and 

green dynamic capabilities: Does green product innovation matter?" Systems, vol. 

11, no. 9, p. 461, 2023. doi: 10.3390/systems11090461. 

 

[36] R. Fernández-González, F. Puime-Guillén, and J. E. Vila-Biglieri, 

"Environmental strategy and the petroleum industry: A sustainability balanced 

scorecard approach," J. Petrol. Explor. Prod. Technol., vol. 13, pp. 763–774, 2023. 

doi: 10.1007/s13202-022-01543-9. 

 

[37] M. A. Roffé and F. A. I. González, "The impact of sustainable practices on the 

financial performance of companies: A review of the literature," Revista Científica 

"Visión de Futuro", vol. 28, no. 1, pp. 221–240, 2024. 

 

[38] Y. Mahmood, T. Afrin, Y. Huang, and N. Yodo, "Sustainable development for 

oil and gas infrastructure from risk, reliability, and resilience perspectives," 

Sustainability, vol. 15, no. 6, p. 4953, 2023. doi: 10.3390/su15064953. 

 

[39] R. Bhattacharya, D. Bose, G. Mitra, and A. Sarkar, "Prospects of Sustainability 

for Carbon Footprint Reduction," in Sustainable Development and Climate Change, 

2024, doi: 10.1002/9781394174805.ch14. 

 

[40] J. O. T. and V. U. Oguanobi, "Navigating business transformation and strategic 

decision-making in multinational energy corporations with geodata," Int. J. Appl. 

Res. Soc. Sci., vol. 6, no. 5, pp. 801–818, May 2024. doi: 10.51594/ijarss.v6i5.1103. 

[Online]. Available: www.fepbl.com/index.php/ijarss. 

 

[41] A. E. Esiri, O. A. Babayeju, and I. O. Ekemezie, "Implementing sustainable 

practices in oil and gas operations to minimize environmental footprint," GSC Adv. 

Res. Rev., vol. 19, no. 03, pp. 112–121, 2024. doi: 10.30574/gscarr.2024.19.3.0207. 

 

[42] N. O. Solomon, P. Simpa, O. A. Adenekan, and S. C. Obasi, "Sustainable 

nanomaterials' role in green supply chains and environmental sustainability," Eng. 

Sci. Technol. J., vol. 5, no. 5, pp. 1678–1694, 2024. 

 

[43] S. C. Obasi, N. O. Solomon, O. A. Adenekan, and P. Simpa, "Cybersecurity’s 

role in environmental protection and sustainable development: Bridging technology 

and sustainability goals," Comput. Sci. IT Res. J., vol. 5, no. 5, pp. 1145–1177, 

2024. 

 

[44] S. Yasemi, Y. Khalili, A. Sanati, and M. Bagheri, "Carbon capture and storage: 

Application in the oil and gas industry," Sustainability, vol. 15, no. 19, p. 14486, 

2023. 

 

Page 89 



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 81-90, November/ December., 2024. 

 

 

[45] I. O. Ekemezie and W. N. Digitemie, "Carbon capture and utilization [CCU]: 

A review of emerging applications and challenges," Eng. Sci. Technol. J., vol. 5, 

no. 3, pp. 949–961, 2024. 

 

[46] J. G. Vargas-Hernández, J. A. López-Lemus, and M. F. H. Cota, "Green human 

resources and its implications on green organizational social responsibility and 

organizational green image," Posgraduate and Research Department, Tecnológico 

Mario Molina Unidad Zapopan, Mexico, University of Guanajuato, Mexico. 

[Online]. Available: https://www.irma-

international.org/viewtitle/304794/?isxn=9781668451137. 

 

[47] P. Tonge, "Sustainability trends in oil and gas," APPEA J., 2019, doi: 

10.1071/AJ18206. 

 

[48] M. Intykbayeva, "Sustainable Path for the Oil and Gas Industry," 2021, doi: 

10.5957/TOS-2021-23. 

 

[49] R. Blay-Roger, M. Saif, L. F. Bobadilla, T. Ramirez-Reina, M. A. Nawaz, and 

J. A. Odriozola, "Embracing the sustainable horizons through bioenergy 

innovations: A path to a sustainable energy future," Frontiers in Chemistry, vol. 12, 

Catalytic Reactions and Chemistry, 2024. doi: 10.3389/fchem.2024.1416102. 

 

[50] O. Amoo, F. Usman, E. Okafor, O. Akinrinola, and N. Ochuba, "Strategies for 

leveraging big data and analytics for business development: A comprehensive 

review across sectors," Comput. Sci. IT Res. J., vol. 5, pp. 562–575, 2024. doi: 

10.51594/csitrj.v5i3.861. 

 

[51] O. P. Agboola, F. M. Bashir, Y. A. Dodo, M. A. S. Mohamed, and I. S. R. 

Alsadun, "The influence of information and communication technology [ICT] on 

stakeholders' involvement and smart urban sustainability," Environ. Adv., vol. 13, 

p. 100431, 2023. 

 

[52] D. Hariyani, P. Hariyani, S. Mishra, and M. K. Sharma, "Leveraging digital 

technologies for advancing circular economy practices and enhancing life cycle 

analysis: A systematic literature review," Waste Manag. Bull., vol. 2, no. 3, pp. 69–

83, 2024. 

 

[53] A. R. Patel, D. R. Vyas, A. Markana, and R. Jayaraman, "A conceptual model 

for integrating sustainable supply chain, electric vehicles, and renewable energy 

sources," Sustainability, vol. 14, no. 21, pp. 14484, 2022. 

 

[54] S. Whitfield, "Offshore Wind: The New Frontier in Powering Platforms?" J. 

Petroleum Technol., vol. 72, no. 01, pp. 38-40, 2020. 

Page 90 



Journal of Engineering and Technology for Industrial Applications 
 

ITEGAM-JETIA 
 

Manaus, v10. n.50, p. 91-100. November/ December., 2024. 

DOI: https://doi.org/10.5935/jetia.v10i50.1314 

 
 

RESEARCH ARTICLE                                                                                                                                             OPEN ACCESS 

 

 

Journal homepage: www.itegam-jetia.org 

 

ISSN ONLINE: 2447-0228  
 

MULTI CRITERIA MODEL OF SUPPLY CHAIN SUSTAINABILITY 

EVALUATION & DEVELOPMENT STRATEGY FOR AGRITECH START-UP 

Thabed Tholib Baladraf1, Nita Kuswardhani 2, Winda Amilia3, Mohammad Rondhi 4,  

and Yuli Wibowo 5 
1 IPB University, Bogor, Indonesia 

2,3,4,5 University of Jember – Jember, Indonesia 

1 https://orcid.org/0000-0002-4953-1318 , 2 https://orcid.org/0000-0001-7019-4590 , 3 https://orcid.org/0000-0002-5098-5456 , 
4 https://orcid.org/0000-0002-6860-4957 , 5 https://orcid.org/0000-0002-8825-7550  

Email: thabedtholib@apps.ipb.ac.id, nita.ftp@unej.ac.id, winda.ftp@unej.ac.id, rondhi.faperta@unej.ac.id, yuliwibowo.faperta@unej.ac.id 

ARTICLE INFO  ABSTRACT 

Article History 
Received: September 29, 2024 

Revised: November 6, 2024 

Accepted: November 10, 2024 

Published: November 30, 2024  
 

 
 

The presence of agritech startups has successfully become a visionary solution at the 

agriculture supply chain to make it more efficient. Unfortunately, the supply chain in 

agritech start-ups is not sustainable and has various disadvantages. Therefore, this study 

aims to 1) analyze the current situation of supply chain at agritech start-ups, 2) analyze the 

sustainability index at agritech start-ups, and 3) analyze the strategy formulation needed by 

agritech start-ups through a soft system methodology approach. The research methods used 

were mixed methods. The stages of the research consisted of identifying current supply 

chain conditions, determining supply chain performance indicators by involving experts, 

assessing the supply chain sustainability index, and designing a conceptual model. The 

results showed the quality of the commodities produced did not meet standards and became 

a waste. The results of sustainability analysis in multidimensional results show a value of 
48.84, economic 58.51, social 46.93, ecological 32.61, technology 42.36 and institutional 

63.80. The results of the soft system methodology show that the strategies include contract 

farming, periodic coordination between stakeholders, GAP and OHS assistance, preparation 

of SOP for cultivation, application of borrowed tools under supervision, application of 

socialization of environmental literacy, and implementation of reserve supply chain.  
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I. INTRODUCTION 

The supply chain has an important role, especially in the 

agricultural sector and fresh ingredients which are potential in 

Indonesia. The supply chain is fully responsible for the 

commodities distributed from upstream to downstream. According 

to Somapa et al. the supply chain consists of several components, 

namely purchasing, manufacturing, distribution, and storage [1]. A 

good supply chain has the characteristics of being visible, has the 

lowest possible costs, and is sustainable [2]. To meet these needs, 

innovations from agritech start-ups emerged that shortened the 

supply chain and helped farmers get more reasonable prices [3]. 

Agritech start-ups provide a marketplace for farmers, so that it is 

easier for farmers to sell agricultural products because they have 

direct market access. 

Farmers as commodity suppliers in this case benefit because 

they get good market access. However, this solution is not balanced 

with the sustainability aspects of the process. This is because 

agritech start-ups want commodity quality with high standards 

without intensive and good cultivation assistance. This causes the 

majority of the commodities produced are not standardized and 

become waste. Based on the results of information from farmers, 

every time they make a commodity deposit to a company, ±20% of 

the commodity is returned to the farmer because it is not up to 

standard and ends up as food waste that cannot be sold. In addition, 
other problems were encountered, such as the absence of a 

guaranteed formal agreement and technological adoption, which 

was quite difficult. This shows that the existing supply chain is still 

not sustainable and threatens the sustainability of agritech start-ups 

and even causes agritech start-ups to go out of business [4]. To 

overcome these problems, further studies are needed to determine 

the root causes and the right strategies using sustainability analysis 
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and soft system methodology to realize sustainable supply chain 
management. 

According to Fahimnia et al. sustainable supply chain 

management (SSCM) is a supply chain that integrates social, 

environmental, economic, institutional, and technological pillars 

[5]. SSCM aims to protect the environment, advance the social 

condition of the community, and provide benefits to various parties 

[6]. The application of SSCM is proven to be able to overcome 

various problems and bring various benefits such as creating a 

circular economy that is prosperous and minimizing waste 

generation [7], increasing marketing, improving product image, 

and certainty [8]. On the other hand, soft system methodology 

(SSM) involves the development of system models related to 

problem situations. These models are used as a medium of 

discussion to bring changes to the actual situation. 

Research related to SSCM in recent years has increased 

significantly in business and academia due to its positive impact 

[9-11]. However, SSCM research in developing countries, 
especially in agriculture, is still very limited and only recently 

considered important [12]. Research on the application of SSCM 

with SSM in agritech start-ups considering economic, social, 

environmental, technological, and institutional aspects has never 

been reported, so researchers in this case want to fill this gap. In 

this research, a study and analysis were conducted regarding the 

current condition of the supply chain, measurement of supply chain 

sustainability, and application of the soft system methodology. The 

calculation results will be used to formulate best strategy. 

Therefore, this study aims to 1) analyze the current situation and 

condition of supply chain at agritech start-ups, 2) analyze the 

sustainability index for each dimension at agritech start-ups, and 3) 

analyze the conceptual model and strategy formulation needed by 

agritech start-ups to create a sustainable supply chain through a soft 

system methodology approach. 
 

II. THEORETICAL REFERENCE 
 

II.1 AGRITECH START-UP 
Agritech start-ups are start-up companies specifically 

engaged in the field of agricultural technology to solve various 

agricultural problems [13]. The presence of agritech start-ups 

during the current pandemic era plays an important role in meeting 

food needs and absorption of agricultural production [14]. 

According to Klerkx and Vilalobos, based on the business model 

and solved problems, agritech start-ups can be divided into four 

major groups, namely (1) financial group, (2) education and 

coaching group, (3) e-commerce group, and (4) technology 

development group [15]. 

II.2 SUPPLY CHAIN 
 

The supply chain is a network of companies that are 

interconnected to produce and deliver products to consumers. 
Existing networks are generally grouped as suppliers, processing 

industries, distributors, shops, or retail, as well as supporting 

companies such as logistics service companies, packaging 

providers, and others. The supply chain has three kinds of flows 

that must be controlled, including the flow of goods that flows from 

upstream to downstream, the flow of finance that flows from 

downstream to upstream, and the flow of information from 

upstream to downstream and vice versa. According to Munizu, the 

goal of the supply chain is to maximize the value generated as a 

whole [16]. An integrated supply chain will increase the value 

generated. Supply chain management applications have the main 

objectives of increasing efficiency, reducing costs, reducing 

capital, improving service, and improving customer satisfaction. 

However, the supply chain applied to agriculture is currently not 
sustainable and causes various losses, so a strategy is needed to 

achieve this goal by implementing SSCM. 

 

II.3 SUSTAINABLE SUPPLY CHAIN MANAGEMENT 

Sustainable supply chain management (SSCM) is a network 

of companies that pays attention to the environment, advances the 

social condition of society and can still provide profit to various 

parties. SSCM consists of five pillars consisting of economic 

aspects, social aspects, environmental aspects, technological 

aspects, and institutional aspects. SSCM was created due to the 

many problems arising from unsustainable supply chains such as 

lack of access to reserve markets [17], improper handling of 

agricultural products [18], high food waste [19], unmet commodity 

needs [20], and material losses [21]. This is exacerbated by the 

fragmented pattern of relationships between actors [22]. The 

illustrative description of SSCM is presented in Figure 1. 

Sustainability

Economic

Perfomance

Social

Perfomance
Environmental

Perfomance

Technology

Perfomance

Organizational

Perfomance

 
Figure 1: illustration sustainable supply chain management. 

Source: [22]. 

II.3 MULTIDIMENSIONAL SCALING 

Multidimensional Scaling Analysis (MDS) is an analytical 

model that can model nonlinear variables that can be used on 

nominal or ordinal data [23]. MDS is divided into two based on the 
scale of measurement of similarity data, MDS on a metric scale, 

which assumes that the data is quantitative, and MDS on a 

nonmetric scale, which assumes that the data is qualitative 

(nominal and ordinal). MDS has characteristics where comparisons 

will be made using diagrams or maps or graphs, so it can also be 

called a perceptual map. The application of MDS is done by 

calculating the shortest distance from the Euclidian Distance. In 

practice, MDS is an application derivative that is often used to 

measure the level of sustainability, namely Rapfish. According to 

previous research, MDS-Rapfish is often used in various sectors 

such as fisheries [24], agriculture [25], and supply chain [26]. The 

MDS-Rapfish analysis carried out will produce a sustainability 

index that is visualized in a two-dimensional image with a rating 

scale range of 0-100%. 

II.3 SOFT SYSTEM METHODOLOGY 

Soft system methodology is an approach used to deal with 

management problems that arise from human activity systems [27]. 

SSM can also be defined as a problem-solving framework where 
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the nature of the problem is difficult to define [28]. The essence is 
to build a system model through understanding in depth the 

problem situation according to the phenomena encountered. SSM 

provides a coherent approach to group and individual thinking 

about context, complexity, and policy ambiguity [27]. This method 

is very reliable to be used to solve problems in various fields 

ranging from health [29], and engineering [30]. 

 

III. MATERIALS AND METHODS 

The research was carried out in collaboration with several 

agritech start-ups and was carried out in three areas with relatively 

high agricultural and fishery productivity, namely Malang 

Regency, Jember Regency, and Banyuwangi Regency. The 

research begins with the identification of current supply chain 

conditions by describing the chain structure, chain management, 

chain resources, and chain business. The next step is to identify 

sustainability indicators through field observations, literature 

studies, and discussions with the six experts involved to obtain 

valid indicators. After identifying sustainability indicators, the 

supply chain sustainability index was then measured by involving 

ninety partner farmers using a Likert scale of 0-2 so that a 

sustainability value would be obtained. The sustainability value 
scale is presented in Table 1. 

 

Table 1: Sustainability index scale. 

Index Sustainability Indicator 

0-25,00 Bad 

25,01-50,00 Less 

50,01-75,00 Quite 

75,01-100 Good 

Source: Authors (2024). 

 

In this study, several additional analyses were also carried 

out, including leverage and suitability analysis. Leverage analysis 

enabled us to determine the most sensitive/influential indicators. 

The indicator with the highest value is considered the most 

sensitive indicator. The suitability analysis consists of monte carlo 

analysis, s-stress, and R2. The results of a good monte carlo 

analysis have insignificant differences [31]. The results of a good 

stress value analysis have a value of less than 0.25 [32]. While the 

results of a good R2 have a value close to 1 [33]. The last stage is 

the preparation of a soft system methodology conceptual model to 

solve complex unstructured problem situations based on holistic 

analysis through a forum group discussion with experts. 

 

IV. RESULTS AND DISCUSSIONS 

IV.1 CURRENT CONDITION OF SUPPLY CHAIN 

Partner Farmer Agritech Start-up Consumer

Asset Supply 

Company

Packing and 

Processing Center 

Agritech Start-up

: Product Flow

: Communication Flow

: Financial Flow  
Figure 2: Current supply chain flow at agritech start-up. 

Source: Authors (2024). 

The supply chain structure in an agritech start-up consists of 
several members including primary and secondary members. 

Primary members in the supply chain are main actor that consist of 

partner farmers, agritech start-ups, and consumers. Secondary 

members consist of asset supply companies but are not directly 

involved in the process (Figure 2). 

Supply chain management describes contractual agreements, 

transaction systems, and supply chain collaboration. In the 

contractual agreements, it was found that the majority of agritech 

start-ups still have not entered written and formal contractual 

agreements with partner farmers. This of course causes losses 

because according to Rustiani et al. relationships that are not formal 

have the potential to cause fraud and losses [34]. In the transaction 

system, it was found that the system applied between agritech start-

ups and farmers is a credit transaction system. Partner farmers will 

receive payment after the partner farmers send the commodity. In 

supply chain collaboration, it was found that agritech start-ups 

were already transparent to partner farmers regarding price 
information. However, agritech start-ups do not provide regular 

assistance related to cultivation activities, causing many products 

that do not meet the criteria and become food waste. 

The business process chain describes the business 

relationships between members of the supply chain through two 

perspectives, namely the cycle view and the push pull view. The 

cycle view in the supply chain business process consists of four 

stages, namely procurement, which is the stage of ordering raw 

materials. Manufacturing is the management of raw materials into 

ready-to-sell materials. Replenishment is the stage of replenishing 

the product or commonly known as the anticipation stage. 

Customer order is the stage of ordering by consumers. On the other 

hand, supply chain business processes, when viewed from a push 

or pull view, will be divided into two. The push stage has unknown 

consumer demand characteristics, while the pull stage has certain 

consumer demand characteristics. The agritech start-up supply 

chain business process is presented in Figure 3. 

Procurement Cycle

Manufacturing Cycle

Replenishment Cycle

Custom Order Cycle

Push

Process

Pull

Process

Horeca and 

Consumers

Partner Farmer

Agritech Start-Up

Consumers

Agritech Start-Up

 
Figure 3: Agritech start-up supply chain business process. 

Source: Authors (2024). 

IV.2 MULTIDIMENSIONAL SUSTAINABILITY 

In the sustainability analysis, 40 sustainability indicators are 

used based on the reality/observation on the ground and discussed 

with experts. The sustainability analysis was conducted 

multidimensionally in terms of the economic dimension, social 

dimension, ecological dimension, technological dimension, and 
institutional dimension. Multidimensional analysis was conducted 

in order to find out which dimensions must be improved and which 

dimensions must be maintained in performance. The results of 

multidimensional sustainability analysis are presented in Figure 4 
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and suitability testing using monte carlo, s-stress, and R2 are 

presented in Table 2. 

 
Figure 4: Multidimensional sustainability index kit chart. 

Source: Authors (2024). 

Table 2: Multidimensional and suitability analysis. 

Dimension MDS 
Monte 

Carlo 
S-Stress R2 

Economy 58.51 57.47 0.143 0.946 

Social 46.93 47.28 0.152 0.942 

Ecology 32.61 33.16 0.138 0.943 

Technology 42.36 42.26 0.148 0.944 

Institutional 63.80 63.38 0.152 0.942 

Multidimensional 48.84 48.71 0.147 0.943 

Source: Authors (2024). 

Based on Figure 4 and Table 2, it can be seen that the 

multidimensional scaling value on the economic is 58.51, the social 

is 46.93, the ecological is 32.61, the technological is 42.36, the 

institutional is 63.80, and multidimensional is 48.84. The 

ecological has the lowest value, followed by technological, social, 
economic and institutional. This shows that the principle of 

sustainability has not been balanced in the supply chain at agritech 

start-up. The results of the monte carlo analysis obtained values in 

the range 33.16-63.38 which showed no significant difference. The 

s-stress value gets in the range of 0.138-0.152 which means that the 

indicator has a reliable level of confidence because it is <0.25. The 

value of R2 is in the range of 0.942-0.946 which means it is good. 

In order to find a more detailed explanation, sustainability analysis 

is then explained on the economic, social, ecological, 

technological, and institutional. 

 

 
Figure 5: Sustainability index (a) and leverage analysis (b) on 

economic dimension. 

Source: Authors (2024). 

Figure 5 explains the sustainability index and leverage 

analysis of the economic dimension in the agritech start-up supply 
chain. The results of the economic dimension sustainability index 

get a value of 58.51, which is classified as quite sustainable. This 

is in line with the facts on the ground where agritech start-ups have 

succeeded in streamlining supply chains that were originally long 

and complex to become shorter and more efficient. According to 

Dolfsma et al. which states that the presence of agritech start-ups 

has succeeded in cutting supply chains to become more efficient 

[35]. Based on the results of the leverage analysis performed, the 

three most influential indicators were selected. The three indicators 

include market access (6.47), contribution agricultural sector to 

GRDP (5.22), and access price information (4.85). The first 

indicator is market access. The existence of flexible market access 

will certainly make it easier for farmers to sell their commodities. 

The presence of an agritech start-up has succeeded in making it 

easier for farmers to market their commodities because partner 

farmers can sell their commodities only through the application. 

According to Kanellos et al. sales through applications can reach a 
broad market and increase profits [36]. The second indicator is 

contribution agricultural sector to GRDP. The higher the 

contribution of a sector to GRDP, the more natural resources and 

potential livelihoods that exist in that area can be identified. Based 

on the facts on the ground, the majority of partner farmers are in 

the East Java region. The third indicator is price access. The more 

transparent access to price information, the easier it will be for 

farmers to run their business. This is in line with research 

conducted by Lam, which states that the easier it is to access price 

information, the easier to farming activities [37]. 

 

A 

A 
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Figure  6: Sustainability index (a) and leverage analysis (b) on 

social dimensions. 

Source: Authors (2024). 

Figure 6 explains the sustainability index and leverage 

analysis of the social dimension in the agritech start-up supply 

chain. The results of the social dimension sustainability index get 

a value of 46.93, which is classified as less sustainable. This is 

caused by agritech start-ups that are still too focused on profits and 

are not yet intensive in providing assistance to farmers. This is 

further strengthened by the education level of farmers who are 

classified as lacking. According to Cook et al. the assistance 

provided to farmers plays an important role so that farmers can be 

relevant to developments [38]. In addition, debriefing can be a 

means of non-formal education for farmers. Based on the results of 

the leverage analysis performed, the three most influential 

indicators were selected. The three indicators include farmers' 

awareness of OHS (3.88), ease of access to health (1.59), and 

gender equality (1.53). The first indicator is farmers' awareness of 

occupational health and safety (OHS). Based on the facts in the 
field, it was found that the partner farmers did not have knowledge 

about OHS so they always ignored it. This is in line with research, 

which states that farmers do not apply OHS due to knowledge 

factors and no training has been carried out [39]. Of course, in the 

short and long term it will be detrimental to the health of farmers 

while at the same time hindering the process of production being 

carried out. The second indicator is easy access to health. Access 

to health needed by farmers can be in the form of health centers or 

personal protective equipment. Facts on the ground show that the 

majority of farmers are in rural areas and ease of access to health 

depends on the area or location of the farmer, however, partner 

farmers still feel that they do not have access to good health 

because they are far away. This is linear with research by Abaku 

and Odimarha, which states that ease of access to health is the most 

sensitive indicator for farmers, because farmers are often found to 

be sick but have difficulty access to health [40].  

 

 
Figure 7: Sustainability index (a) and leverage analysis (b) on 

ecological dimensions. 

Source: Authors (2024). 

Figure 7 explains the sustainability index and leverage 

analysis of the ecological dimension in the agritech start-up supply 

chain. The results of the ecological dimension sustainability index 

get a value of 32.61, which is classified as less sustainable. This is 
because agritech start-ups have very high standards for the quality 

of commodities but are not matched by the implementation of 

training on cultivation, the environment and market provision by 

the company. According to Arifin, farmers need market certainty 

in order to have income, because commodities are perishable [41]. 

The lack of certainty and the provision of a reserve market from 

the company causes high product rejection and becomes food 

waste. This certainly causes losses for farmers and based on the 

results of direct observations in the field, partner farmers often 

complain about this. Based on the results of the leverage analysis 

performed, the three most influential indicators were selected. 

Some of these indicators include the potential for hazardous waste 

(8.83), and technical suitability of cultivation with GAP (6.74), and 

rejected products (6.74). 

The first indicator is the potential for hazardous waste. The 

potential for hazardous waste will arise if farmers use inorganic 

fertilizers and pesticides because they will have an impact on soil 
health. Inorganic fertilizers and pesticides cause degradation of 

macronutrients such as potassium, nitrogen and phosphorus. In 

addition, according to El-Dewiny and Zaghloul. the use of 

inorganic fertilizers and pesticides affects soil fertility and health 

[42]. Based on the facts in the field, it was found that there is no 

potential for hazardous waste, because farmers use organic 

fertilizers and pesticides combined with inorganic within 

reasonable limits. The second indicator is the suitability of 

cultivation with GAP. GAP is a general guideline in carrying out 

correct cultivation to ensure product quality, safety for farmers and 

consumers. The application of GAP is very important because it 

acts as a quality assurance system as well as a series of sustainable 

supply chain management. However, the facts on the ground show 

that partner farmers still do not know and apply the GAP, causing 

the quality of the commodities produced to be not up to standard. 

The third indicator is reject product. Reject products are 

commodities that are returned to partner farmers because they are 

not up to standard. Facts in the field show that the reject product 
that occurs is still high. This is thought to be caused by the lack of 

supplies to partner farmers, as well as the absence of a reserve 

market. According to Beullens and Ghiami the high number of food 

waste is caused by products that do not meet demand criteria and 

there is no provision of a reserve market as an alternative option 

[43]. 
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Figure 8: Sustainability index (a) and leverage analysis (b) on 

technological dimensions. 

Source: Authors (2024). 

Figure 8 explains the sustainability index and leverage 

analysis of the technology dimension in the agritech start-up supply 

chain. The results of the technology dimension sustainability index 

get a value of 42.36, which is classified as less sustainable. In its 

implementation, Agritech start-up has a mission to create a digital 

agricultural ecosystem. Digitalization in agriculture can increase 

productivity and cost savings [44]. However, the implementation 

of agricultural digitization encountered obstacles including the lack 

of knowledge by farmers, and infrastructure. In order to find out 

which indicators have the most influence, leverage analysis is then 

carried out. Based on the results of the leverage analysis conducted 

on the technology dimension, the three most influential indicators 

were selected. The three indicators include farmers' acceptance of 
technology (5.28), sorting and grading processes (3.55), and 

commodity storage (3.03).  

The first indicator is farmers' acceptance of technology. 

Farmers' acceptance of technology is a basic thing that is needed. 

Facts on the ground show that partner farmers can accept 

technology well, this is reflected in the use of the applications 

provided. This is supported by Oktavia and Fathin who state that 

the applications used by agricultural start-ups in Indonesia are well 

received by farmers and make the farming process easier [45]. The 

second indicator is the process of sorting and grading. This process 

is a basic process that always exists in every agricultural 

commodity to ensure the quality of the criteria. If the commodity 

meets the standard criteria and market demand, then the 

commodity will be followed up and sent to PH and PPC and then 

distributed to consumers. Meanwhile, if the commodity does not 

meet the standard criteria, the commodity will be returned to the 

farmer. The facts in the field show that the majority of sorting and 
grading processes are still done manually, causing a less accurate 

level and longer time. This is in line with the research of Mhaski et 

al. which states that sorting and grading using machines is faster 
and more efficient than manual ones. The third indicator is 

commodity storage [46]. Commodity storage should ideally be 

placed in a refrigerator to extend shelf life and maintain quality. 

According to Muncan et al. storage at low temperatures can 

anticipate the occurrence of rot and prevent shrinkage in weight 

[47]. The fact is that partner farmers do not have a refrigerator after 

harvesting and only put it at room temperature. 

 

 
Figure 9: Sustainability index (a) and leverage analysis (b) on 

institutional dimensions. 

Source: Authors (2024). 

Figure 9 explains the sustainability index and leverage 

analysis of the institutional dimension in the agritech start-up 

supply chain. The results of the technology dimension 

sustainability index get a value of 63.80, which is classified as quite 

sustainable. According to Kusnandar et al. it is hoped that the 

presence of farmer institutions can help farmers in various aspects 

[48]. In its implementation, agritech start-ups are targeting farmer 

institutions because they are considered to be able to absorb more 

commodities. Based on the results of the leverage analysis, it was 

found that the three most influential indicators included the 

existence of farmer groups (4.37), legal entity farmer groups (4.37), 

and availability of regulations (3.37). 
The first indicator is the existence of farmer groups. The 

existence of farmer groups has a fairly good effect on the 

development of farmers, because it can be a forum for farmers to 

work together with intra-institutions, fulfill aspects of capital, 

fulfill production facilities, assist marketing and provide 

information [48]. Facts on the ground show that partner farmers in 

the research area are all members of farmer groups and are actively 

partnering with agritech start-ups. The second indicator is legal 

entity farmer groups. According to Kusnandar et al. an ideal farmer 

group has several things, including (1) having a complete 

organizational structure, (2) being open to partnerships, and (3) 

having training and capacity building [49]. Facts on the ground 
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show that all farmers are members of farmer groups that are legal 
entities, but there are no regulations governing farming activities. 

The third indicator is the availability of regulations. Rules or 

regulations in farmer groups have several weaknesses, including 

unclear rules and procedures for membership, the unclear 

profitability status of Gapoktan. Based on the facts in the field, it 

was found that the farmer groups studied had unclear rules so they 

were not implemented/implemented. The combined farmer groups 

only carry out partnership duties with external parties, in this case 

agritech start-ups. 

IV.2 SOFT SYSTEM METHODOLOGY CONCEPTUAL 
 

Based on the sustainability analysis carried out and combined 

with observations, several main issues were found that became 

problematic and presented in Figure 10. 

1. There is no reserve supply chain provided for rejected 

commodities causing food waste. According to Crawford (2006), 

food waste can be mitigated by flexible market, one of which is the 

provision of market options. 

2. The GAP cultivation system has not yet been 

implemented, causing the commodities produced to be non-

standard. According to Vittersø et al. cultivation that applies GAP 

will produce quality commodities, good standards, and minimize 

food waste [50]. 

3. The cooperation that is implemented is still based on trust 

so that the cooperation that is established can cause fraud between 
the two parties which is mutually detrimental. This is reinforced by 

Putri and Rondhi's research which states that the application of 

contract farming has succeeded in reducing the risk of fraud by up 

to 39% [51]. 

4. The level of environmental knowledge and literacy 

possessed by partner farmers is still low, causing partner farmers 

to ignore ecological factors. This is supported by research by Yu et 

al. and Li et al. which states that environmental literacy in farmers 

has a significant relationship with sustainable production carried 

out in farming [52], [53]. 

5. There is no application of modern technology such as 

automatic sorting machines and refrigerators. The absence of 

technology such as automatic sorting machines and refrigerators 

causes low efficiency. Mhaski et al. states that the existence of 

technology using machines will increase efficiency while 

extending the shelf life of commodities [46]. 

6. Cultivation that pays attention to OHS and lack of access 

to health has not yet been implemented so that it risks harming the 

health of partner farmers. Riswal et al. states that the awareness of 

OHS farmers in rural areas is very low, so they are at high risk of 

health problems [54]. 
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Figure 10: Rich picture agritech start up supply chain. 

Source: Authors (2024). 

 Root definition and conceptual model development are the 
steps taken to identify the problem and determine the right solution 

in industry. After defining the problem in detail, then a catwoe 

analysis is carried out to find out in more detail the role of each 

supply chain actor involved in this case. This stage begins with 

Catwoe analysis (customers, actors, transformation, worldview, 

owner, environment constraints). The resulting Catwoe analysis at 

agritech start-up supply chain will be presented in Table 3. 

Table 3: Catwoe analysis agritech start up supply chain. 
 

Category Explanation 

Customers Farmers partner 

Actors Farmers partner and agritech start-up 

Transformation Application of a contract farming system, farming 

assistance based on GAP and OHS, and 
application of a reverse supply chain 

Worldview Increasing the profitable cooperation system, 

knowledge of partner farmers, sustainability and 

reliability agritech start-up supply chain 

Owner Agritech start-up and government 

Environment 

constraint 

Low technology adoption and partner farmer 

acceptance of new knowledge 

Source: Authors (2024) 

The results of the Catwoe analysis are then arranged into 

several activities packaged in the form of a conceptual model that 

is called a purposeful human activity system (PHAS). The core of 

system thinking is the creation of conceptual model as intellectual 

tool used to discuss situation in the real world that is deemed 

problematic. Through the conceptual model, it is hoped that real 

conditions and ideal conditions can be compared. Based on 

Catwoe's analysis presented above, a conceptual model aimed at 

increasing the sustainability of agritech start-up supplies is 

presented in Figure 11. 

 

8. Increasing the performance 

and sustainability of vegetable 

and fruit supply chains in 

agritech start-ups

2. Increasing cooperation 

through contract farming

7. Updating the supply chain 

cycle through the implementation 
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(GAP and K3)

5. Increasing farmers' knowledge 
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4. Increasing farmers' knowledge 

through environmental assistance 

(zero waste agriculture)
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technological aspects

Monitoring the consistency of 

repair activities 1-8

1. Defining common goals 

between farmers and agritech 

start ups

Criteria for evaluating efficiency, 

efficacy, and effectiveness

Evaluation

System Thinking

Real World

 
Figure 11: Conceptual model agritech start up supply chain 

Source: Authors (2024) 

 In the comparison stage of the real conditions with the 

conceptual model (ideal conditions) an elaboration of current 

activities, gaps that occur, and action plans that can be carried out 

are carried out. It is hoped that this comparison of conceptual 

models can become a recommendation for agritech start-ups to 
implement the action plans that have been prepared and hope can 

improving performance and sustainabolity. In detail, current 

activities, gaps, and action plans are presented in Table 4.   
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Table 4: Current realities, gaps and plans of action. 

Current Realities Gaps Plans of Action 

The cooperation established 
between the parties is still 

based on trust. This creates the 

potential for fraud. 

 There is no binding cooperation 

 Bad coordination between parties 

 Not yet optimal role of government 

institutions as supervisors 

 Application of contract farming to partner 

farmers and agritech start ups 

 Implementation of periodic coordination 
between government as supervisor and agritech 

start up as operator 

The knowledge of cultivation, 

technology and environment 
owned by partner farmers is 

still low so that it has a big 

impact on the farming process 

and the commodities produced 

 Partner farmers have not implemented 

GAP and OHS-based cultivation 

 It is still quite difficult for partner 

farmers to adopt technology 

 Partner farmers still do not understand 
environmental literacy in agriculture 

 Implementation of GAP and OHS assistance 

for partner farmers 

 Preparation of standard operating procedures 

for the cultivation process so that it complies 

with GAP and OHS 

 Application of borrowing tools 

 Application of socialization on the importance 

of environmental literacy for agricultural 
sustainability 

The supply chain that is run is 
still not sustainable due to high 

waste 

 The current supply chain does not provide 
a reserve market for reject products 

 Provision of reverse logistics by agritech start 

ups in order to create a sustainable supply 
chain 

Source: Authors (2024

V. CONCLUSIONS 
 

Based on the research conducted, the following conclusions 

were obtained: 

1. Analysis of the current condition of the supply chain 
descriptively shows that the supply chain is not working well. In 

the chain structure, it was found that the quality of the commodities 

produced by the majority did not meet standards and became a 

waste. In addition, it was found in chain management that contract 

agreements qwere not made with partner farmers. 

2. The results of the sustainability analysis show that the 

multidimensional results show a value of 48.84 (less sustainable), 

economic 58.51 (quite sustainable), social 46.93 (less sustainable), 

ecological 32.61 (less sustainable), technology 42.36 (less 

sustainable) and institutional 63.80 (quite sustainable). 

3. The results of the soft system methodology analysis show 

that there are three main problems, namely cooperation is still 

based on trust, farmers' knowledge (cultivation, technology, and 

the environment) is still low, and the supply chain that is being 

carried out is still not sustainable. The strategy formulated includes 

implementing contract farming, implementing regular coordination 

between stakeholders, assisting GAP and OHS, preparing standard 
operating procedure for cultivation, applying borrowed tools with 

supervision, implementing environmental literacy socialization, 

and implementing a reverse supply chain. 
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Nowadays, managing procurement processes in companies and supply chains facilitates 

competitiveness among actors. In this study, the objective was to evaluate the performance 

of procurement processes in Ecuadorian companies. To achieve this, a modified verification 

instrument was used, composed of the dimensions: the importance of procurement and its 

relation to supply chains, procurement, suppliers, cycle, cost and human talent training. The 

instrument evaluated the performance of procurement areas in 162 Ecuadorian companies. 

The instrument was validated and the data was processed using descriptive and inferential 

statistics. The results of this study show a low performance level in the procurement areas 

in the observed companies. The weakest variables were: procurement, demand and 

providers. The study contributres with relevant data that can be used to create strategies to 

improve the procurement performance in Ecuadorian companies. 
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I. INTRODUCTION 

Procurement is a very relevant process for supply chains 

and logistics. It allows linking demand forecasts with the material 

needs expressed to suppliers. Thus, procurement is a strategic 

leverage for organizations. This process becomes costly because it 

is dependent on multifunctional equipment, relations with 

suppliers, and contract management [1]. 

In this context, procurement performance is a factor that 

influences the sustainability of an organization. Some studies [2] 

focus their research on green procurement. They have emphasized 

the environmental impact that results from purchasing non- 

polluting resources, and how this is related to positive social en 

economic performance. 

Other studies mention the need for applying technologies 

to procurement, to decrease time and costs. At the same, 

digitalization influences data training and treatment, which 

facilitates decision-making [3]. In this sense, it allows to have a 

data set that helps to identify the organization’s client in relation to 

the demand forecasts, as well as decreasing logistic costs and 

projecting its niche into the market. Moreover, the use of AI to 

optimize [4] inventories, provider management, demand forecasts, 

demand provision, cycles, and costs. 

In the Ecuadorian context, the country’s logistic 

performance was analyzed [5]. The goal was to identify the sector’s 

main issues in 2023, and provide useful information to the National 

Logistic Planning for the following years [5]. As a result, the 

following logistic estimations were defined: 40% belongs to 

transport, 23% to storage, 9% to procurement and supplies, and 

12% to costumer service and order processing, and 9% to planning 

and inventory management. On the other hand, the logistic services 

related to procurement and provider management from companies 

is distributed as such: 79,1% is executed directly, 18,6% is 

executed by hiring external companies, and 2,3 % do not execute 

or apply them. Nonetheless, there are not many analysis of this 
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kind, that promote data registration at a national level in terms of 

logistic, and that contribute to decision-making. 

On the other hand, the index of logistic performance of 

competitiveness and service quality defined by the World Bank 

(1= lowest and 5= highest) for Ecuador was 2.75 in 2018; this is 

the last available data. This implies that the logistic performance is 

average, despite a low growth of 0.11 since 2007. When comparing 

this value to those of neighboring countries such as Colombia and 

Peru in 2022, Ecuador’s growth is lower. Both countries have had 

regulations based on supply chains for more than a decade. This 

shows the need for regulations that support logistic development 

and supply chains in Ecuador. 

Thus, the objective of this study was to evaluate the 

performance of the procurement process in Ecuadorian companies. 

This work is structured as such: section 1 is composed of 

the introduction, section 2 of materials and methods for evaluating 

procurement; section 3 includes the results and discussion; and 

lastly, section 4 presents the conclusions of the study. 

The motives of this study are: 

 The identification of the relevant characteristics of 

procurement in Ecuadorian companies. 

 The stimation of procurement cycles in Ecuadorian 

companies. 

II. MATERIALS AND METHODS 

Data Collection 

Quantitative methodologies with a positivist approach 

were applied to the study [6]. The period for the study carried out 

between 2022-2024 on Ecuadorian companies. The study was 

descriptive, explicative and correlational because it characterized 

the procurement variables. The procurements were diagnosed 

following the criteria from the checklist [7]. A questionnaire on 

Google Forms was used and distributed all around the country.10 

questionnaires were used for tests that were subsequently removed 

from the final sample. The sample contained 162 respondents. The 

questionnaire was in Spanish and the respondents were informed 

of their anonymity. 

Questionnaire content 

 

The objective of the questionnaire was to evaluate the 

performance of procurement in Ecuadorian companies. The 

questionnaire was organized into 7 dimensions and 57 items to 

fulfill the objective: general characteristics of the companies, the 

importance of procurement and its relation to the Supply Chain 

(SC), demand, suppliers, procurement, cycle, cost and human 

talent training. 

 General characteristics of the company: this dimensión is 

focused on describing the companies on broad terms, specifically 

location, activity[8], and some demographic data [9]. 

 The importance of procurement and its relation to the supply 

chain: this dimensión included ítems such as evaluation of the 

procurement  section’s  role,  the  strategic  importance  of 

procurement in the supply chain, and the reasons why it is crucial. 

The criteria were obtained from [10-13]. 

 Procurement: This dimension comprises 24 out 57 items. The 

ítems aim to describe the type of procurement, the process, the 

services they offer, and indicators. The criteria were obtained from 

[14-17]. 

 Demand: It is composed of 13 items, which are focused on 

forecasts, information, coverage, and product sales. The criteria 

were obtained from [16],[18],[19]. 

 Suppliers: This dimension included 9 items such as selection, 

classification, policies, evaluation, and logistic services. The 

criteria were obtained from [10],[19],[20]. Cycle: This dimension 

has three items that help to determine the timeframe from the 

identification of demand, to the moment arrives at the warehouse 

and unit. The criteria were obtained from [19]. 

 Cost: This dimension was comprised of questions 47 and 52, 

based on the application of the Activity Based Costing, and aims to 

estimate how much the procurement section can help to reduce 

costs in the supply chain. The criteria were obtained from [19], 

[21],[22]. 

 Human Talent Training: This dimension had 3 items, which aim 

to describe the traning and education of the workers from sales, 

demand management, and suppliers. The criteria were obtained 

from [19]. 

Instrument validation and reliability 

With the goal of estimating the internal consistency of the 

instrument, the following were used: Cronbach's Alpha and 

McDonald's Omega [23]. Cronbach's alpha was interpreted from 

the intervals: α > 0.9 excellent, α > 0.8 good, α > 0.7 questionable, 

α > 0.5 poor and α < 0.5 unacceptable [24]. 

 

Statistical Analysis 

This instrument has several scales, so the statistical 

analysis was performed based on them. 

 Descriptive statistics were applied to the dichotomous scale 

items, specifically the mode and frequency estimation. 

 The frequency was estimated for the open-ended result items. 
 Descriptive and inferential statistics were applied to the items 

with a Likert scale (1-5). In the first, the mean per variable and the 

cycles and their corresponding deviation were estimated. 

 In the second, the Spearman's Rho correlation was applied to 

define the relationship between variables. And significant 

correlations were taken with a value greater than 0.5 [25], [26]. The 

chi-square test was applied to demonstrate the hypothesis that there 

is a relationship between staff training (university or not), the 

assessment of the function of the purchasing area in your 

organization (p8) and the number of people dedicated to logistics. 

These analyses allow for the evaluation of purchasing processes in 

Ecuadorian companies. Based on this analysis, strategies are 

identified to improve these processes in the companies under study. 

 

IV. RESULTS AND DISCUSSIONS 

The companies under study are classified by type and 

sector. Of these, 72.8% are classified as services and the rest as 

industries. This demonstrates the global trend, where services 

predominate over production. The most analyzed sector is the food 

sector (53.7% of the sample), followed by commerce (27.8% of the 

sample), Table 1. 
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Table 1: Classification of companies in the study. 

Classification Element Frequency Percentage 
Valid 

Percentage 

Cummulative 

percentage 

Tipo 
Industry 44 27.2 27.2 27.2 

Service 118 72.8 72.8 100 

 

 

 

 

 

 

Sector 

Food 87 53.7 53.7 53.7 

Artisan 9 5.6 5.6 59.3 

Commerce 45 27.8 27.8 87 

Logistics 3 1.9 1.9 88.9 

Chemicals 4 2.5 2.5 91.4 

Services 6 3.7 3.7 95.1 

Public 
Services 

1 0.6 0.6 95.7 

Services 6 3.7 3.7 99.4 

Transport 1 0.6 0.6 100 

 Total 162 100 100  

Source: Authors, (2024). 

In the case of the location of the companies in the study, 

65.4% are in Manabí, followed by 21.6% in Pastaza, Table 2. This 

infers that 67.8% belong to the Coast region of Ecuador, 27.8% are 

in the Amazon region and 4.3% in the Highlands region. This 

provides an opportunity for further in this area. At the same time, 

the research was developed in the country, demonstrating its 

importance. 

 

Table 2: Socio-demographic characteristics. 
 

Provinces Frequency Percentage Valid 

Percentage 

Cumulative 

Percentage 

Regions 

Chimborazo 3 1.9 1.9 1.9 Highlands 

Cotopaxi 1 0.6 0.6 2.5 Highlands 

Esmeraldas 2 1.2 1.2 3.7 Coast 

Guayas 2 1.2 1.2 4.9 Coast 

Manabí 106 65.4 65.4 70.4 Coast 

Napo 10 6.2 6.2 76.5 Amazon 

Pastaza 35 21.6 21.6 98.1 Amazon 

Pichincha 2 1.2 1.2 99.4 Highlands 

Tunguragua 1 0.6 0.6 100 Highlands 

Total 162 100 100   

Source: Authors, (2024). 

The results from the instrument’s consistency were a Cronbach's 

Alpha of 0.945 and an Omega value of McDonald's of 0.943. These 

values demonstrate that the checklist is reliable because the internal 

consistency values are greater than 0.9, which are considered 

excellent. 

On the other hand, the variables are estimated with an 

average between 2.18 and 3.54 (low and medium on the Likert 

scale). The variable with the greatest challenge is purchases and the 

one with the greatest strength is purchases and their relationship 

with the chain, Table 3. 

 

Table 3: Results from the variables and their items. 

Variables Items Median Variable median 

Procurement and it 

relation to the SC 

p8 3.83 
3.54 

p38 3.3 

 

 

 

Demand 

p15 3.03  

 

 

2.71 

p16 2.18 

p17 2.96 

p18 2.88 

p19 2.52 

p20 2.37 

p21 3.15 

p22 2.75 
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 p23 2.92  

 

 

Suppliers 

p31 2.05  

 

2.18 

p36 2.08 

p35 2.22 

p34 2.4 

p49 3.26 

Cost 
p52 3.5 

3.09 
p47 2.77 

 

 

 

 

 

 

 

 

 

Procurement 

p48a 2.04  

 

 

 

 

 

 

 

 

2.449 

p48b 2.17 

p48c 1.72 

p48d 2.16 

p48e 2.73 

p48f 2.48 

p48g 2.71 

p48h 2.9 

p48i 2.59 

p48j 2.74 

p48k 3.14 

p48l 3.01 

p48m 2.89 

p48n 2.05 

p48p 2.84 

p48q 1.78 

p48r 2.53 

p54 3.34 

p55 3.33 

p56 1.84 

Source: Authors, (2024). 

In this sense, the weakest items: the degree to which credit 

purchases are used, the degree to which purchases are taken into 

account for the management of customs procedures, and the 

presence of a logistics operator service to carry out procurement 

activities. Despite this, there are another 27 items with values lower 

than 3, which are also weaknesses for the companies under study. 

Based on the results, the variables show the following behaviors in 

relation to the average: the importance of purchases and their 

relationship with the SC (3.54 average value), cost (3.09 average 

value), purchases (2.449 low value), demand (2.71 low value) and 

suppliers (2.18 low value). 

In the case of the importance of procurement and their 

relationship with the supply chain, both questions present average 

values, despite the fact that this variable presents few items. In the 

demand dimension, questions p16; p17; p18; p19; p20; pp22 and 

23 have low values. In suppliers, questions p31; p36; p35, and p34 

have low values. In costs, question 47 has low values. In the 

 

 

Table 4: Results from the chi-squared test. 
 

Value df 
Asymptotic 

significance 

(bilateral) 

Pearson’s 
squared-chi 

13.833a 8 .086 

Likelihood 

ration 
14.542 8 .069 

Linear 
association 

8.492 1 .004 

N of valid 

cases 
328 

  

a. 6 checkboxes (40.0%) had a count lowe 
5. The minimum expected count is .20. 

Source: Authors, (2024). 

procurement dimensipon, there are three questions with very low 

values (p48c; p48q and p56). At the same time, most of the 

questions have low values, with medium values for questions 48k; 

48L; 54 and 55). These elements show that in companies, 

performance in terms of purchases is between low and very low. 

Although some items are located in the middle, none of their values 

are located high or very high. 

In this context, the relationship between staff training 

(university or not), the assessment of the function of the purchasing 

area in the organization (p8) and the number of people dedicated to 

logistics; it is concluded that there is a relationship between staff 

trained in logistics skills and the assessment with the purchasing 

function (Table 4). This is due to the rejection of the null hypothesis 

in the chi-square tests. 

As for the procurement area playing a strategic role in SC, 

a mode of 1 was estimated (which means Yes), with Yes being the 

most frequent response. It is stated that the information on the 

product demand is not generated automatically (mode of 2 which 

means No). This refers to the need for automation in the sales 

processes to obtain reliable data for decision-making and for there 

to be a relationship between the client's needs and the purchases 

made. At the same time, the procurement process is carried out by 

product type and not by ABC classification. This shows that in 

most cases products are purchased that do not guarantee the profits 

that come from A products and this can generate shortages of them; 

which causes losses. 

In this sense, with a mode of 1 (which means No), they do 

not present any procedure for in-store purchases. At the same time, 
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with a mean of 1 (which means No), a procedure is not defined to 

incorporate new products into the purchasing system. With a mode 

of 1 (meaning No), it mentions that there is no record of the 

suppliers or their selection, qualification, or compliance processes. 

In the case of orders to suppliers, it mentions that in 55% of the 

cases, buyer visits are used and 27.1% are by telephone. This 

influences the need for buyers to travel and the increase in costs in 

this activity. In the case of the evaluation of suppliers, there is no 

trend, 16.6% affirm that it is done by product availability. 

Spearman's Rho coefficient was used to determine the 

bivariate correlations between the dimensions of the scale, 

determined for the evaluation of the procurement processes. 

Significantly different coefficients are obtained from zero to 1%. 

Within the results, the strong significant correlation between p48n 

and p19 stands out with a value of 0.758**. This shows that in the 

sample there is a direct relationship between the purchasing 

processes in import management and the coverage to generate 

demand [27]. On the other hand, there is a strong significant 

correlation between p48l and p48k with an estimate of 0.700**. 

This affirms that there is a direct relationship between the control 

of accounts payable and negotiation with suppliers, both elements 

of the purchasing process.[28]. 

At the same time, there are other significant correlations 

with values between 0.609** and 0.683**. Regarding demand, 

there are p16 and p20 with a correlation of 0.623** and; p17 and 

p20 with a correlation of 0.637**. In the former, there is a direct 

relationship between the goods in transit and the packaging as a 

parameter to generate demand. In the latter, there is a relationship 

between the average daily sales of the product and the packaging 

as a parameter to generate demand. In both cases, the packaging is 

taken into account to generate demand [29]. 

On the other hand, purchases are correlated between the 

items of the same variable and the cost. For example: p48e and p48f 

(with a correlation of 0.609**) where contracting is interrelated 

with the evaluation and selection of suppliers; p48f and p48i (with 

a correlation of 0.630**) where contracting is related to customer 

information; p48g and p48e (with a correlation of 0.648**) 

monitoring and control with orders to suppliers together with 

evaluation and selection; p48g and p48i (with a correlation of 

0.646**) monitoring and control with orders to suppliers and with 

customer information; p48g and p48m (with a correlation of 

0.617**) monitoring and control with orders to suppliers with the 

management of merchandise transport influences purchases; p48g 

and p48p (with a correlation of 0.643**) monitoring and control 

with orders to suppliers and inventory management; p48l and p48e 

(with a correlation of 0.645**) negotiation with suppliers and 

evaluation and selection of suppliers; p48n and p48m (with a 

correlation of 0.603**) how import management influences the 

management of merchandise transportation; p48l and p48m (with 

a correlation of 0.620**) how negotiation of suppliers influences 

the management of merchandise transportation; p48p and p48h 

(with correlation of 0.683**) how inventory management affects 

the planning of needs, p48r and p54 (with correlation of 0.610**) 

management and control of credits affects the capabilities of the 

purchasing area for the identification of reliable and quality 

suppliers and; p48m and p47 (with a correlation of 0.622**) the 

management of the transportation of goods affects the application 

of the ABC costing technique. 

In addition, there are 65 correlations with significance and 

values greater than 0.500**. Within these there are some of the 

interest, for example: p16 and p31 (with a correlation of 0.548 **) 

the merchandise in transit is a parameter to generate the demand 

with the selection and evaluation of the suppliers in a systematic 

way, p20 and p31 (with a correlation of 0.527 **) the packaging of 

merchandise is a parameter to generate the demand with the 

selection and evaluation of suppliers systematically, p8 and p34 

(with a correlation of 0.509 **) how much they value the 

procurement areas in the supply chain and the organization uses in 

its processes the same identification of the loads, p38 and p48r 

(with a correlation of 0.543 **) the level of involvement of the 

purchasing area in the strategic decision making in the SC and the 

management and control of credits in the purchases, p52, and p23 

(with a correlation of 0.502 **) to what extent the procurement area 

contributes to reducing costs in the SC with the sales forecast for 

the generation of demand. These elements demonstrate the strong 

interaction between the variables of the questionnaire. 

Regarding purchasing performance, the purchasing cycle was 

estimated in several processes., Table 5. 

Table 5: Results from the procurement cycles. 

Cycles 
Demand. 

Warehouse 

Demand 

Delivery 
Imports National 

N Valid 162 161 162 162 

Lost 0 1 0 0 

Median 20.00 19.66 9.19 7.20 

Standard error deviation .891 .838 1.177 .667 

Dev. Devation 11.339 10.638 14.978 8.491 

Percentiles 25 15.00 15.00 .00 1.00 

50 15.00 15.00 3.00 5.00 

75 15.00 15.00 15.00 10.00 

Source: Authors, (2024). 
 

The results from these elements are as follows: 

 The time elapsed from when demand is detected until the 

product arrives at the warehouse is an average of 20 days. 

 The time elapsed from when the demand is detected until 

the product reaches the unit is an average of 19.66 days. 

 Expresses approximately in days what the cycle of an 

import procurement is, which is an average of 9.19 days. (From the 

moment the order is prepared until the merchandise is received in 

the warehouse). 

 Expresses approximately in days what the cycle of a 

national procurement is, which is an average of 7.20 days. (From 
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the moment the order is prepared until the merchandise is received 

in the warehouse).). 

These values show a similar performance from the study by 

[30] even though the objectives of the two studies are different. 

As a result of the weaknesses that are identified and the poor 

state of the purchasing processes, improvement strategies are 

developed that contribute to reducing these gaps. Among the 

strategies that can be implemented, the following stand out: 

 Automate the procurement process to reduce costs for the 

company and become more competitive. 

 Develop blockchain to have more safety in logistic 

transactions. 

 Implement other management philosophies that could 

improve these processes, such as CRM (Client Relations 

Management), ERP (Enterprise Requirement Planning), VMI 

(Vendor-Managed Inventory), and, CPFR (Collaborative Planning, 

Forecast and Replenishment). 

 Provide training for the staff to optimize logistic 

operations. 

 Implement forecast systems according to the ABC 

classification. 

 Promote the hiring of logistic operators for some activities 

in these processes to reduce costs and improve client’s satisfaction 

Fomentar la contratación de operadores logísticos para algunas 

actividades en estos procesos para la mejora tanto de los costos 

como de la satisfacción del cliente. 

 Value the use of credit purchases as a surplus of income 

through financial planning in the company. 

 

V. CONCLUSIONS 

 

This research focused on the evaluation of procurement 

processes in Ecuadorian companies. The results obtained reveal 

specific patterns and challenges faced by these companies in the 

country, offering valuable implications for both theory and practice 

in the field of logistics and procurement management. The 

predominance of the companies under study is centered in the 

service sector (72.8%) over industry (27.2%) reflecting a global 

trend towards the outsourcing of economies. 

The behavior of the procurement role was evaluated through 

several key dimensions: the relationship of procurement with the 

supply chain, demand, suppliers, the procurement cycle, cost and 

human talent capabilities. The results indicate that the procurement 

area in these companies presents several challenges. The means 

obtained on a Likert scale from 1 to 5 vary between 2.18 and 3.54, 

suggesting a performance ranging from low to medium. In 

particular, the relationship between procurement and the supply 

chain is the most highly valued dimension (average of 3.54), which 

highlights the strategic importance that these companies attach to 

their integration in the supply chain. However, specific aspects 

such as the management of credit purchases, attention to customs 

procedures, and the use of logistics operators show significant 

weaknesses (values below 3 on the Likert scale), which indicates 

critical areas for improvement. 

The cycle times for import and domestic purchases were 

analyzed. The results show an average time of 20 days for a product 

to reach the warehouse from the detection of demand and 19.66 

days for it to reach the requesting unit. These times, together with 

the import (9.19 days) and domestic (7.20 days) procurement 

cycles, reveal a moderate efficiency in the purchasing processes, 

highlighting opportunities to optimize these operations and reduce 

waiting times. 
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Manufacturing sectors are always challenged to enhance surface quality and tool life while 

reducing machining costs and setup times in hard-turning operations. In line with this, the 

current study focused on surface roughness optimization employing machining parameters 

such as cutting speed: ν (160-260 m/min), feed: f (0.1-0.2 mm/rev), depth of cut: d (0.05-

0.15 mm), and tool nose radius: re (0.4-1.2 mm) as functions. The experiment was designed 

by using Box-Behnken approach of RSM and carried out on a commercial CNC machine 

using EN31 material at 47 HRC. The research found that machining parameters have a 

considerable effect on surface roughness, as do stresses, vibrations, heat generation, and 

increased material per pass. The experimental surface roughness observed in between 1.34-

2.81 μm whereas estimated surface roughness have R2=0.9976. The Anova design model 

showed face value of 356.21 which indicates the developed model is noteworthy. The 
significant and marginal effect of machining parameters are evaluated by considering p-

value and overcall error observed within the range of 1.613-1.974%..  
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I. INTRODUCTION 

In recent years, turning operations have garnered a lot of 

attention in the machining of hard materials with hardnesses more 

than 45 HRC [1]. Hard machining involves material hardness 

ranging from 45 to 68 HRC, and the steel is classed as alloy, tools, 
hardened, hard-chrome, and heat-treated steels [2]. To turn such 

workpiece materials, turning inserts such as carbide, ceramics, 

CBN, and PCBN must have extremely high mechanical and 

thermal load capacities [3]. Hard turning has many advantages over 

grinding, including lower costs, faster and easier execution, and 

nearly identical surface roughness [4],[5]. Several elements 

influence the behavior of the cutting process, including tool 

variables, workpiece variables, and cutting circumstances such as 

material, mechanical properties, chemicals, and physical 

characteristics [6]. The selection of ideal process parameters is 

typically a challenging task, but it is a critical aspect of machining 

process management in order to achieve enhanced product quality, 
high productivity, and low cost. The optimization of machining 

parameters using experimental approaches and mathematical and 
statistical models has expanded significantly over time to meet the 

shared aim of increasing machining process efficiency [7]. 

 

II. LITERATURE REVIEW 

Authors Thiele and Melkote [7] investigated the influence 

of CBN insert edge geometry on the Ra of AISI 52100 hardened 

steel and determined that a larger re gives greater Ra than a smaller 

one. Similarly Chou and Song [8] were studied influence of re and 

concluded that lower re provided a bigger uncut thickness of chip, 

which increased temperature in the shear plane and formed deeper 

white layers, and vice versa. Siraj et al. [9] studied the effects of 

tribological parameters, re and found that the created empirical 

correlation could predict with an accuracy of 97.71% [0.4 mm re], 

99.92% [0.8 mm re], and 99.67% [1.2 mm re].  

Numerous authors studied the effect to dry and wet turning 

on hard materials. For [10] studied the coated carbide [B4C] under 
sliding and the results indicated that B4C coating considerably 
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reduce the sliding distance by 2m. Similarly [11] evaluated turning 

operations with hard materials in both dry and wet conditions 

utilizing HTMF. The study concluded that a large amount of the 

cutting fluid evaporated during chip production when a high 

velocity thin pulsed jet with an injection rate of only 3 ml/min was 

used. According to [12] evaluated SAE 52100 hardened steel with 

a minimal oil flow [10 ml/h] at various cutting speeds utilizing 

CBN inserts. After comparing dry and wet turning results, the study 

determined that flank wear was slightly lower in wet and Ra was 

comparable in both. The lowest Ra was reached at a cutting speed 
of 175 m/min, while lower cutting speeds had no effect on Ra or 

flank wear in both situations. According to  [13] studied the 

effectiveness of several cooling strategies, including cryogenic 

cooling, MQL, NDM, HPC, and solid, liquid, and vapour coolants, 

in improving surface finish in turning with various inserts. The 

study found that cooling strategies extend the life of coated inserts 

such as ceramic, carbide, and CBN. Investigated the rheological 

and tribological properties of water-based lubricants in AISI 52100 

bearing steels. The study showed that WBLs have increasing 

potential in the EV transportation sectors. It examined the role of 

high-pressure rheology and tribochemistry in wear mechanisms for 
several lubricants [14]. 

Many authors studied the effect of various inserts on surface 

roughness [Ra], tool wear [VB], material removal rate, etc. in hard 

turning operations. According to [15] used regression and neural 

networks as a predictive modeling approach to quantify Ra and VB 

using CBN insert. The study concluded that lowering the feed rate 

increases VB, but increasing roughness comes at the expense of 

increased VB. Additionally, honed edge geometry in CBN inserts 

delivers better outcomes in terms of Ra and VB during severe 

turning operations. Similarly For [16] investigated the effects of 

turning on hardened steel for automotive applications. The study 

examined the effects of several types of inserts, such as ceramics, 
carbide, CBN, and PCBN, on Ra, T, and VB. Tamizharasan et al. 

[17] investigated the Ra and VB of three types of CBN inserts on 

hardened materials used in crank pin manufacture. The study found 

that A-grade inserts had better Ra and T than low-grade CBN 

inserts. Used the Taguchi technique to optimize Ra and machining 

parameters in hard turning of AISI 1030 steel with titanium-nitrate 

coated insert. The study found that 1.2 mm re, 0.15 mm/rev f, and 

0.5 mm d resulted in a 335% reduction in Ra when compared to the 

open literature [18]. According to [19] investigated the effect of 

machining parameters on hard turning of AISI 4140 steel at 51 

HRC using a coated-carbide tool. The study found that feed rate 
had a substantial effect on Ra and Rz, as did the dual factor 

interaction. Hamdan et al. [20] improved the surface roughness of 

AISI 304 steel with a KORLOY coated carbide insert [APXT 

11T3PDSR-MM]. The study was conducted with four input 

parameters utilizing a L9 orthogonal array, and the results showed 

a 25.3% reduction in cutting forces and a 41.3% rise in Ra. For [21] 

used a regression model to evaluate the tribological parameters of 

AISI 52100 steel [55 HRC] with carbide inserts. The study found 

that sharpened saw tooth chips in burnt blue have a substantial 

effect on Ra. The quadratic equation identified the optimal 

machining settings of ν, f and d as 70m/min, 0.04 mm/rev, and 0.1 
mm respectively for achieving lower VB of 0.218 mm and 1.28 μm 

According to [22] investigated the dry turning operation on EN 31 

steel with a CBN insert, optimizing the Ra and cutting tool settings. 

The study discovered that Ra increases with feed rate for all ν and 

d’s under consideration. The optimal machining settings were 

determined to be ν, f, and d 100 m/min, 0.04 mm/rev, and 0.2 mm 

respectively. 

Numerous authors were applied statistical and optimization 

techniques to optimize the machining parameters such as ν, f, d, re, 

cutting forces, and temperatures, etc. in hard turning operations. 

The investigated and compared the mistakes encountered in hard 

turning and grinding operations on hard materials [23]. The study 

discovered that hard turning delivers economic benefits on the 

basis of poorer precision as compared to grinding and 

superfinishing procedures. Similarly, for [24] investigated the 2D 

and 3D surface textures produced by rigorous turning and grinding 

processes. The study found that periodic-random surfaces based on 
2D roughness were extremely unsafe. According to [25] used ANN 

to optimize Ra and tool wear in D2 hardened steel at 60 HRC. The 

study found that the multilayer precipitation model of ANN 

predicts with an accuracy of 0.979 and outperformed the multiple 

regression model. Chandrasekaran et al. [26] demonstrated using 

several computing approaches, such as ANN, GA, SA, and PSO, 

on four machining operations, including turning. The study found 

that PSO produced the best outcomes, followed by GA and ANN. 

According to [27] used a CBN implant to investigate AISI H11 

steel with hardness varying from 40 to 50 HRC. The study used a 

four-factorial RSM approach for assessing Ra and the forces of 
cutting. The investigation found that feed and cutting forces 

significantly impacted the depth of cut [56.77% and 31.50%, 

respectively], but individual cutting speeds had only minor 

variances. For [28] used a multivariate statistical technique called 

principal component analysis to investigate surface finish in hard 

turning of AISI 52100 steel. The study concluded that using the Ra 

and Rt components of PCA to make decisions about the optimal 

parameters of hard turning, while reducing VB reduces Ra. 

According to [29] investigated the effect of machining settings on 

dry hard turning with CBN inserts using the MCDM approach 

TOPSIS. ANOVA analysis revealed that the optimal parameters 

for achieving 0.507 μm Ra were ν, f, and d at 200/min, 0.1 mm/rev, 
0.8 mm, and 1.2 mm re. According to [30] studied the impact of 

machining settings on AISI 52100 steel using the Box-Behnken 

design. The study found that temperature and power consumption 

had a substantial impact on the machining parameters measured in 

the FEM analysis. At the minimal conditions, the ν, f, and d were 

162.42 m/min, 0.247 mm/rev, and 1.395 mm, respectively. 

Few authors also studied the various techniques to enhance 

the Ra in hard turning operations. For [31] investigated the Ra in 

PHT of AISI 52100 steel [60-62 HRC] with a CBN insert in 

relation to rolling contact fatigue. The study found a very fine white 

coating [<1μm] on the top surface and increased residual stresses 
in PHT, with a negligible effect on microstructural phases. RCF 

life rises at the expense of Ra degradation. Similarly, [32] proposed 

a new technique for determining VB using sonic emission signals 

in AISI 4340 steel. The investigation was carried out on coated and 

uncoated nanostructured AlCrN carbide inserts, and the study 

found that increasing the amplitude of power resulted in an increase 

in VB and density at the end of VB. According to [33] investigated 

the Ra optimization technique for AISI 1053 steel utilizing the 

Johnson-Cook constant and wear factors. The study found that the 

3D oblique cutting forces model had a stronger relationship with 

the flank wear model, but Ra predicted using the empirical model 
differed significantly from the experimental results. For [34] 

investigated the UVAT machining technique using a coated-

carbide insert in hard turning of 62 HRC steel. The study found that 

using these techniques resulted in a lower Ra of 1.12μm than 

standard turning operations. Studied machining parameters to 

study VB in AISI 52100 steel utilizing a long-term approach of 

solid-lubricant assisted machining [SLAM] in dry turning. The 

study found that the SLAM technique dramatically reduced cutting 
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forces, vibrations, VB, and Ra by 60%, 29%, 17%, and 66%, 

respectively [35]. 

The current study attempts to investigate the influence of 

coated carbide inserts on hardened material with a hardness of 47 

HRC. The experiment was designed utilizing the Box-Behnken 

approach of the RSM method to optimize surface roughness under 

varied machining parameters, including re circumstances. A total 

of 27 runs were calculated using the considered method, and graphs 

for estimated and experimental surface roughness are presented.  

III. MATERIALS AND METHODS 

The experimental program begins with material selection 

for experimentation, followed by machining parameters selection, 

turning processes (dry and wet), surface roughness, and 

optimization approach. Machinability in hard turning processes is 

affected by a number of elements, including the machine, tool, 

cutting, and workpiece. The current study focuses primarily on tool 

material and geometry, ν, f, and d, re, and material hardness. The 
experimentation has been performed on EN31 material formally 

known as bearing steel. The chemical composition and ranges for 

EN31 steel are given in Table 1. While executing machining 

operations, three different levels are chosen ranging from -1 to +1 

for the machining parameters being considered. The machining 

parameters and levels are listed in Table 2.  

 

Table 1: Chemical composition and ranges for EN31 

Chemical Composition Range (%) 

Carbon 0.98-1.10 

Manganese 0.25-0.45 

Chromium 1.30-1.60 

Silicon 0.15-0.30 

Sulphur 0.025 max. 

Phosphorous 0.025 max. 

Nickel - 

Molybdenum - 

Source: Authors, (2024). 

 

Table 2: Machining parameters and their levels 

Parameters Units 
Levels 

-1 0 +1 

Cutting Speed (ν) m/min 160 210 260 

Feed (f) mm/rev 0.1 0.15 0.2 

Depth of cut (d) mm 0.05 0.1 0.15 

Tool Nose Radius (re) mm 0.4 0.8 1.2 

Source: Authors, (2024). 

 

The raw EN 31 material's hardness was assessed using a 

Rockwell hardness tester and was determined to be between 25 and 

27 HRC. Further raw materials were split into 27 samples for the 
hardening operation. At the preparatory stage, all 27 EN31 samples 

were faced and plane turned, followed by a hardening process. 

Again, the hardness of all the samples was assessed and found to 

be between 46 and 47 HRC, and runs were calculated using the 

Box-Behnken approach of the response surface method, which 

included ν, f, d, and re. The experiment is carried out using a 25 

mm diameter EN31 material measuring 60 mm in length. To 

improve the accuracy of the turning operation, a center hole is 

drilled in each sample. The Ra of each sample is tested three times 

using a Mitutoyo surface roughness tester, and the average value 

has been utilized for computations. The number of runs in the 

current study is computed using RSM's Box-Behnken technique. A 

total 27 runs are calculated using the machining parameters under 

consideration, and a quadratic equation is produced for surface 

roughness. Table 3 shows the run table for the Box-Behnken 

technique, which includes the estimated and actual values of 

machining parameters as well as standard and run orders. The table 

also shows the experimental and estimated Ra using quadratic 

equations, along with their percentage errors for each sample. 

Quadratic Equation: 
 

 

𝑅𝑎 = −0.674 + 0.015𝑣 + 6.193𝑓 + 5.436𝑑 − 1.061𝑟𝑒 −
0.016𝑣 × 𝑓 − 0.012𝑣 × 𝑑 + 0.0005𝑣 × 𝑟𝑒 + 1.00𝑓 × 𝑑 +
8.508 × 10−15𝑓 × 𝑟𝑒 + 0.125𝑑 × 𝑟𝑒 − 0.000012𝑣2 −
2.166𝑓2 − 1.666𝑑2 + 0.044𝑟𝑒

2                                                 (1) 

 

Table 3: Run table for hard turning using Box-Behnken approach 

of RSM. 
 

Std  

Orde

r 

Run  

Order 
ν f d re 

Ra  

(Exp) 

Ra  

(Est) 

%  

Error 

22 1 210 0.2 0.1 0.4 2.57 2.55 0.78 

12 2 260 0.15 0.1 1.2 2.15 2.12 1.40 

3 3 160 0.2 0.1 0.8 1.80 1.82 1.11 

15 4 210 0.1 0.15 0.8 2.11 2.11 0.00 

18 5 260 0.15 0.05 0.8 2.35 2.34 0.43 

1 6 160 0.1 0.1 0.8 1.54 1.51 1.95 

19 7 160 0.15 0.15 0.8 1.82 1.84 1.10 

14 8 210 0.2 0.05 0.8 2.06 2.05 0.49 

10 9 260 0.15 0.1 0.4 2.81 2.80 0.36 

23 10 210 0.1 0.1 1.2 1.61 1.63 1.24 

21 11 210 0.1 0.1 0.4 2.32 2.33 0.43 

17 12 160 0.15 0.05 0.8 1.52 1.49 1.97 

24 13 210 0.2 0.1 1.2 1.86 1.86 0.00 

26 14 210 0.15 0.1 0.8 2.09 2.09 0.00 

9 15 160 0.15 0.1 0.4 2.02 2.04 0.99 

13 16 210 0.1 0.05 0.8 1.81 1.83 1.10 

6 17 210 0.15 0.15 0.4 2.59 2.58 0.39 

27 18 210 0.15 0.1 0.8 2.09 2.09 0.00 

7 19 210 0.15 0.05 1.2 1.58 1.60 1.27 

20 20 260 0.15 0.15 0.8 2.53 2.56 1.19 

2 21 260 0.1 0.1 0.8 2.38 2.37 0.42 

4 22 260 0.2 0.1 0.8 2.48 2.52 1.61 

25 23 210 0.15 0.1 0.8 2.09 2.09 0.00 

5 24 210 0.15 0.05 0.4 2.29 2.30 0.44 

11 25 160 0.15 0.1 1.2 1.32 1.32 0.00 

16 26 210 0.2 0.15 0.8 2.37 2.34 1.27 

8 27 210 0.15 0.15 1.2 1.89 1.89 0.00 

Source: Authors, (2024). 

 

IV. RESULTS AND DISCUSSIONS 

The results focuses primarily on experimental data, such as 

machining parameters versus Ra. Additional findings based on 

Box-Behnken design are presented about the effect of combined 

machining parameters on Ra. Finally, it includes a comparison of 

experimental and estimated Ra using standard error. During wet 

turning, Ra is estimated using a variety of machining parameters, 

including ν, f, d, and re. Figure 1 shows a box plot for various 
machining parameters and Ra. Figure 1(a) depicts the relationship 

between ν and Ra, while 1(b), 1(c), and 1(d) show the relationship 

between f, dc, and re against Ra, respectively. 
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(A) 

 
(B) 

 
(C) 

 
(D) 

Figure 1: Comparison of Machining Parameters versus Surface Roughness:  

a – Cutting speed vs Ra; b – Feed vs Ra;  
c – Depth of cut vs Ra; d – Tool Nose Radius vs Ra. 

Source: Authors, (2024). 

 

 
(a) 

 
(b) 

Figure: 2 Response diagram of ν and f versus Ra. 

a – Feed and Cutting speed vs Ra; b – Contour plot. 

Source: Authors, (2024). 
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Figure 1(a) shows that ν increases as Ra increases. At lower 

ν (160 m/min) Ra observed within the range of 1.5-1.8 μm whereas 

for 210 and 260 m/min observed within the range of 1.9-2.4 μm 

and 2.4-2.5 μm. At higher ν, the interquartile range is very closer 

and an outlier is observed for Ra near 3 μm. Similarly 1(b) and 1(c) 

shows that marginal variations in Ra for the range of f and d under 

consideration. Ra is observed within the range of 1.5-2.5 μm for 

both machining parameters and significant variations are observed 

for whiskers at 0.15 mm/rev f and 0.1 mm d in comparison with 

others. Figure 1(d) illustrates the relation between re and Ra.  Ra 
decreases as re increases. The Ra is observed within the range of 

1.4 to 2.9 μm and the interquartile range is observed larger at 0.8 

mm re. The chip forming mechanism has a vital influence in Ra 

and re. A larger re lowers chip formation while improving Ra. 

Many researches have confirmed the relationship between Ra and 

re. 

The number of runs in an experiment is computed using the 

Box-Behnken design of response surface approaches. The 

experimental application generates 3D response graphs and 

contour plots for machining parameters versus Ra. Figure 2 depicts 

the response diagram of f and ν versus Ra. A 3D surface plot is 

observed in Figure 2(a) while Figure 2(b) shows contour plot. A 

decreasing trend is observed in Ra when compared with f and ν. 

Figure 2(a) clearly shows that lower Ra is at 0.1 mm/rev f and 160 

m/min ν, while Ra increases with increase in f and ν. The highest 

2.8 μm Ra is observed when both machining parameters are set to 
higher levels. Contour plot 2(b) shows an increasing trend of Ra 

from 1.6 to 2.4 μm in relation to ν and f for all runs considered. A 

considerable contribution of f and ν is observed in turning 

operations. From the investigated range of both machining 

parameters, the least values give enhanced Ra leading to 

minimizing the intensity of forces and generation of heat at the 

surface. 

 
(A) 

 
(B) 

Figure 3: Response diagram of v and d versus Ra. 

a – Depth of cut and Cutting speed vs Ra; b – Contour plot. 

Source: Authors, (2024). 

 
(A) 

 
(B) 

Figure 4: Response diagram of v and re versus Ra. 

a – Tool nose radius and Cutting speed vs Ra; b – Contour plot. 

Source: Authors, (2024). 
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Figure 3 depicts the response diagram of ν and d versus Ra. 

A similar trend like Figure 2 is observed in this section. Figure 3(a) 

shows the lowest Ra at 0.05 mm d and 160 m/min ν. If both the 

machining parameters are set to its higher levels provide greater Ra 

value 2.8 μm. Figure 3(b) also shows similar trend like Figure 2(b), 

an increasing trend of Ra from 1.6 to 2.4 μm in relation to ν and f 

for all runs considered. In turning operations, both d and ν play an 

important role. A smaller d improves Ra by removing less material 

per pass, resulting in less vibrations and resistance in tool materials. 

Figure 4 depicts the response diagram of re and ν versus Ra. 
A 3D surface plot is observed in Figure 4(a) while Figure 4(b) 

shows contour plot. A decreasing trend in Ra with increase in re is 

observed and increasing in Ra with increase in ν is observed in 

Figure 4(a). Similar to a reduced d, a lower re with a lower ν 

significantly reduces Ra by removing fewer materials, but an 

increase in re with a lower ν increases Ra. At faster ν’s and a 

smaller re, the tool material experiences more forces, vibrations, 

and resistance. From contour plot 4(b), the lowest Ra’s are 

observed above 1 mm re whereas highest observed at above 220 

m/min ν. 

Figure 5 depicts the response diagram of d and f versus Ra. 

A 3D surface plot is observed in Figure 5(a) while Figure 5(b) 

shows contour plot. The deviations in f and d provides marginal 

variations Ra for all the runs under considerations. Some of the 

researches showed that the f significantly affects the Ra leading to 

increase in forces and vibrations in tool materials, but d do not have 

significant impact on forces and Ra. The Ra is observed within the 

range of 1.9 to 2.3 μm for both increase in f and d. 
Figure 6 depicts the response diagram of re and f versus Ra. 

A 3D surface plot is observed in Figure 6(a) while Figure 6(b) 

shows contour plot. A decreasing trend in Ra with increase in re is 

observed and increasing in Ra with decrease in f is observed in 

Figure 6(a). The Ra is observed within the range of 1.8 to 2.4 μm 

for all the runs under considerations. From contour plot 6(b), the 

lowest Ra are observed above 1 mm re whereas highest observed 

at above 0.14 mm/rev f. 

 

 
(A) 

 
(B) 

Figure 5: Response diagram of f and d versus Ra. 

a – Depth of cut and Feed vs Ra; b – Contour plot. 

Source: Authors, (2024). 

 
(A) 

 
(B) 

Figure 6: Response diagram of f and re versus Ra. 

a – Tool nose radius and Feed vs Ra; b – Contour plot. 

Source: Authors, (2024). 
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Figure 7 depicts the response diagram of re and d versus Ra. 

A 3D surface plot is observed in Figure 7(a) while Figure 7(b) 

shows contour plot. Similar to the Figure 6, a decreasing trend in 

Ra with increase in re is observed and increasing in Ra with 

decrease in d is observed in Figure 6(a). The Ra is observed within 

the range of 1.8 to 2.4 μm for all the runs under considerations. 

From contour plot 7(b), the lowest Ra’s are observed above 1 mm 

re whereas highest observed at above 0.09 mm d. 

Figure 8 shows a comparison of experimental and estimated 

Ra for all runs under investigation. The experimental value of Ra 
was measured three times and the average was used in 

computations. The expected Ra is anticipated using the quadratic 

equation obtained from the Box-Behnken method of the RSM 

approach. A substantial interconnectivity is observed between 

experimental and calculated Ra, and values predicted using a 

quadratic equation exhibit accuracy of prediction R2=0.9976. 

Anova for the quadratic model yields a face value of 356.21,  

indicating that the developed model is noteworthy. Individual 

machining parameters such as ν, f, d, and re, as well as 

combinations of parameters such as ν and f, ν and d, and ν into ν, 

have a substantial effect on Ra. The remaining quadratic equation 

parameters had a minor effect on Ra and were observed using P-

values. 

Figure 9 displays f and ν versus design errors. Figure 9(a) 

shows a 3D surface plot, while 9(b) provides a contour plot of the 

same. Figure 9(a) and 9(b) clearly show that the outer margins of 

the surface plot have large inaccuracies, but the intensity reduces 
as one moves closer to the centroidal point. An asymptotic 

tendency is seen between 180 and 240 m/min ν and 0.12-0.18 

mm/rev f. The similar results are also observed in different 

combinations of machining parameters. The percentage errors are 

in the range of 1.613-1.974%. 

 

 
(A) 

 
(B) 

Figure 7: Response diagram of d and re versus Ra. 

a – Tool nose radius and Depth of cut vs Ra; b – Contour plot. 

Source: Authors, (2024). 

 
Figure 8: Comparison of Ra (Exp.) versus Ra (Est.). 

Source: Authors, (2024). 
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(A) 

 
(B) 

Figure 9: Response diagram of v and f versus Standard error of design: 

a – Feed and Cutting speed vs Std. error of design; b – Contour plot. 

Source: Authors, (2024). 

 

The discussion based on current research work mainly 

focused on the problem statements and the conclusive findings 

from the current research. From the experimentation it has been 
observed that surface finish increases with increase in cutting 

speed, feed rate, and depth of cut, whereas it decreases with 

increase in tool nose radius. Several factors such as thermal 

expansion, built-up edge, chatter marks, contact timings and 

vibration may lead to increase the surface roughness due to 

increased cutting speed. The primary goal of the current research 

work was to use coated carbide inserts to optimize the surface 

finish of hardened EN31 alloy steel. The RSM Box-Behnken 

technique was used to formulate the procedure. The Box-Behnken 

approach yielded results in the form of contour plots, and it was 

noted how the machining parameters impacted the surface finish. 

Lower feed rate, depth of cut and cutting speed provides the 
excellent surface finish, this may be attributed due to fewer pass 

timings, heat generations and balanced forces. Larger contact area, 

which promotes smoother operation and balanced forces, may be 

the reason why higher tool nose radius combined with lower 

cutting rates improves surface smoothness. A sharper edge 

produced by a lower tool nose radius increases the intensity of 

cutting forces. The tight range of both feed rate and depth of cut 

may be the reason for the minor effects they have on surface 

roughness. Similar trends may be seen in the prediction of surface 

finish between tool nose radius and feed rate, as well as tool nose 

radius and depth of cut. Surface finish is not significantly affected 
by feed rate or depth of cut; instead, it is reduced by lower feed rate 

and depth of cut combined with a larger tool nose radius. The 

cutting forces' balancing may be the cause of this. 

 

V. CONCLUSIONS 

The experimentation on EN31 material was carried out with 

a coated carbide insert, and runs were estimated using the Box-

Behnken approach of RSM. The machining parameters ν, f, d, and 

re are all considered inputs, whereas Ra is predicted using the input 

parameters as a function. The conclusions are based on testing and 

optimization utilizing the Box-Behnken technique: 

 The machining parameters ν, f, d, and re significantly affects 

the Ra and it is observed within the range of 1.34-2.81 μm for 

all the runs under considerations.   

 The Ra shows a decreasing tendency as compared to re, but an 

increasing trend with the remaining machining parameters. 

 Reduced force intensity, heat generation, and fewer material 
per pass, forces and vibrations are noted at reduced ν and f, 

and d with a larger re, resulting in smaller Ra. 

 Marginal variations are observed in Ra when compared with d 

and f.  

 The individual and combined effect of machining parameters 

on Ra are identified by considering p-value <0.05. 

 The quadratic equation predicts Ra with an accuracy of 

R2=0.9976 and Anova model offers face value of 356.21 

indicates the developed model is noteworthy. 

 The errors are observed within the range of 1.613-1.974%. The 

Box-Behnken approach of RSM played a key role in 
optimizing machining parameters in hard turning. 
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Attendance is necessary in schools for curbing staff and students abseitism and lateness to 

classes. Traditional method of taking attendance where students write and sign on a sheet of 

paper is time consuming and labour intensive. This work presents smart attendance system 

that eases the way attendance is taken in lecture halls. The system  integrates database with 

hardware components such as Radio Frequency Identification (RFID) card, RFID reader, 

I2C driver, display unit and Node Microcontroller Unit (NodeMCU) which has lower power 

consumption and better processing speed than Arduino microctontroller commonly used in 

the literature. Performance test conducted shows that the system performs its functions 

satisfactorily. The system reads and transfers students’ data to the database in 3 seconds. In 

addition, students are asked to evaluate the performance of the sytem in terms of ease of use, 

functionality, efficiency, friendly user interface and speed of data transfer to the database. It 

is found that a good number of the students rate the ease of use, functionality, friendliness 

in the user interface and speed of data transfer excellent while more than average of the 

students rate the efficiency of the system good. The system is recomended for use in schools. 
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I. INTRODUCTION 

Attendance is essential in schools and organizations for 

ensuring punctuality of students in classes and for preventing staff 

from lateness to work. Conventional methods of taking attendance 

include manual and swipe methods. Manual method involves 

students or staff writing and signing against his or her names on a 

sheet of paper. This approach can be easily manipulated as smart 

students or staff may impersonate and write on behalf of his or her 

colleagues making a mess of the method. The data generated from 

this approach cannot be relied upon and may be misleading. 

Though automated swipe card represents an upgrade on manual 

attendance where users swipe their cards on a system before 

gaining entry into the premises. The system can also be 

compromised to allow unauthorized access. In recent years, Radio 

Frequency Identification (RFID) technology is gaining wide usage 

in a number of applications including engineering construction [1-

3], shopping malls and industries. The system utilizes RFID tag in 

line of sight with RFID reader for automatic detection and 

identification. The technology offers a number of advantages 

including security, reduced size, diversity and enhanced efficiency 

[3].  

Previous works in the literature that have adopted this 

approach for different purposes include [4] which constructed 

RFID based robot for picking and placing an object. Researchers 

in [5] developed door control system that allowed users with 

preregistered RFID tags to gain entrance into a building. A digital 

sliding gate was developed in [6], where ATMEG8a 

microcontroller was utilized to control the servo meter. The gate 

opened when the system recognized the RFID card brought before 

it and denied access to unrecognized users. Authors in [7] 

constructed RFID library management system for controlling 

access to the library and for identification of books. Employee 

attendance management system was implemented in [8], where 

RFID tag was placed at a distance of 2cm from RFID reader before 

the data of the employee could be verified. RFID wireless car 

security system was presented in [9] for preventing car theft. 

Authors in [10] developed RFID system for disseminating 

information such as lecture and exam schedules to students. A 

database to track lecturer attendance in classes was developed in 
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[11] where each lecturer was provided with near field 

communication (NFC) card which was read by NFC reader. 

Authors in [12] introduced RFID based student attendance 

management system that eliminated time wastage in manual 

collection of attendance while works of [13-14] constructed digital 

attendance management system using RFID technology and 

Arduino uno microcontroller. According to [15] designed a tele-

monitoring attendance system consisting of RFID device and photo 

cells. While RFID architecture was used for identification of 

students, photo cells were used to detect fraud. Research works in 

[16],[17] presented a graphical user interface application for 

students’ attendance.  

Authors in [18] developed attendance management 

system consisting of RFID hardware and Microsoft visual basic 

application as database. According to [19] developed student 

identification system for checking and admiting students into the 

examination hall. Authors made use of Arduino microcontroller 

series for configuring the sytem. 

This work develops a smart attendance system where 

radio frequency technology is used for taking attendance of 

students in classes. In particular, ESP8266 microcontroller is used 

for improving the speed of information transfer from the hardware 

to the database and for improving the efficiency of the system. The 

microcontroller has better processing speed and requires less power 

than Arduino microcontroller hitherto used in the literature. 

 

II. MATERIAL AND METHODS 

II.1 OVERVIEW OF THE SYSTEM 

Figure 1 illustrates the block diagram of the proposed 

smart attendance system which shows the interaction between the 

hardware and software parts. The hardware includes power supply 

unit, RFID card, RFID card reader, Node Microrolller Unit 

(NodeMCU) and display unit while the software part includes the 

database. Each unit is described as follows. 

NodeMCURFID

Reader 

Display 

Unit

Power supply unit

Database

RFID 

Card
I2C

Driver

 
Figure 1: Block diagram of the proposed smart attendance system. 

Source: Authors, (2024). 

 

II.2 POWER SUPPLY UNIT 

The power supply provides the required voltage for proper 

functioning of the system hardware components. It ensures that 

NodeMCU, RFID reader and display unit receive stable and 

regulated power required for reliable operation. NodeMCU and 

RFID reader typically operate at 3.3V or 5V, while the display unit 

requires a 5V supply. A 5V D.C battery from laptop or desktop is 

utilized to power the system.  

II.3 RADIO FREQUENCY IDENTIFICATION (RFID) 

CARD 

Radio Frequency Identication (RFID) cards contain a chip 

and an antenna. The chip stores a unique identification (UID)  

number and the antenna allows the card to communicate with the 

RFID reader. When an RFID card comes within the range of an 

RFID reader, the reader sends out a radio wave signal which is 

picked by the RFID card antenna. Figure 2 shows the RFID card. 

 

 
Figure 2: RFID card. 

Source: [20]. 

 

II.4 RFID READER 

RFID reader is utilized to detect and read RFID cards, 

extracting their UID number on the card. It reads the UID number 

and determines if it corresponds to a known student or a new card. 

For recognized cards, it records attendance by linking the UID to 

student data, such as name and matriculation number. Students’ 

details are transmitted to the database through Wi-Fi using HTTP 

request, typically formatted in JavaScript Object Notation (JSON). 

It is an essential component for efficient attendance tracking, 

ensuring seamless communication between RFID cards and digital 

records in the database. Figure 3 illustrates the RC522 RFID card 

reader. 
 

 
Figure 3: RC522 RFID Reader. 

Source: [21]. 

II.4 NODE MICROCONTROLLER UNIT (NODEMCU) 
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Node Microcontroller Unit (NodeMCU) is an open source 

Internet of Things (IoT) platform that consists of ESP8266 Wi-Fi 

chip. Its primary function encompasses wireless connectivity, data 

processing, RFID communication, data storage and transmission. 

It is used to coordinate the activity of the system by interacting with 

various hardware components to enable efficient attendance 

tracking and database communication. It processes data from the 

RFID reader, manages display unit, and provides visual feedback. 

It connects to a local Wi-Fi network to facilitate communication 

with a database for data storage. Key pins associated with Wi-Fi 

connectivity in NodeMcU include transmitter (TX) and receiver 

(RX) pins. It communicates with the RFID reader using pins D8 

(GPIO15) and D2 (GPIO4). Figure 4 illustrates the pin 

configuration of NodeMCU. 

 

 

 
Figure 4: Pin configuration of NodeMCU. 

Source: Authors, (2024). 

 

II.6 DISPLAY UNIT 

The Liquid Crystal Display (LCD) is used for providing a 

user-friendly interface for the smart attendance system. It is utilized 

for displaying important information to the users in real-time. It 

displays messages for successful scan and error messages when 

RFID cards are not scanned by RFID reader. In addition, it displays 

the activities of the the proposed smart attendance system at every 

point in time. It enhances the overall user experience by making 

the system more interactive and informative, facilitating efficient 

attendance tracking. Figure 5 shows the pin configuration of LCD. 

 

 
Figure 5: Pin configuration of 16X2 LCD. 

Source: [22]. 

 

II.7 I2C DRIVER 

The I2C driver handles communication between NodeMCU and 

LCD making it easier to display text.  Figure 6 shows the I2C 

driver. 

 

 
Figure 6:  PCF 8574 I2C Driver 

Source: Authors, (2024). 

 

II.8 DATABASE 

The database is used to store and keep the attendance of 

the students. Google spread sheet is utilized as database for keeping 

the students’ attendance record. 
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The proposed smart attendance system is implemented 

using the the flow chart presented in Figure 7. 

Halt RFID 

Operations 

and Wait

END

If Student Is 

Registered

Display 

Student Data 
on LCD

Send Data to 

Google spread sheet

If Student Is Not Registered

Display 

Student Data 

on LCD

Send Data to 
Google spread 

sheet

Add New Student Record

Check for New RFID Card

If Card 

Detected

Check If Student Is Registered

Start

Initialize RFID 

Reader and Wifi

Connect to 

Wifi network

Display System Initialization 

Message on LCD

LOOP

 
Figure 7: Flow chart of operation of the proposed RFID smarte attendance system. 

Source: Authors, (2024). 

II.8 DESIGN ALGORITHM OF THE PROPOSED SMART 

ATTENDANCE SYSTEM 

The following algorithm highlights the steps taken in implementing 

the proposed smart attanance system which further explains the 

flow chart presented in Figure 7. 

 

Algorithm: Operational sequence of wireless RFID 

system. 
 

Step 1:  Initialize the RFID reader and Wi-Fi module. 

Step 2: Connect to the designated Wi-Fi network. 

Step 3: Display a system initialization message on the LCD. 

Step 4: Enter a continuous loop to monitor RFID card detection. 

Step 5: If a new RFID card is detected: 

Check if the student is registered in the system 

If registered 

Display the student's data on the LCD. 

Send attendance data to the Google spreadsheet 

If not registered 

Add a new student record 

Display the student's data on the LCD 

Send attendance data to the Google spread sheet 

Halt RFID operations temporarily to avoid multiple scans for the 

same card 

Step 6: Repeat the loop 

End 

III. RESULTS AND DISCUSSION 

III.1 SMART ATTENDNACE SYSTEM DEVELOPMENT 

RESULT 

Figure 8 illustrated the internal circuit connection of the 

proposed smart attandance system where RST pin of the RFID card 

reader was connected to D3 (Digital GPIO Pin) of NodeMCU 

while MISO, MOSI, SCK, and SDA pins of RFID reader were 

connected to D6, D7, D5, and D4 (Digital GPIO Pins) of 

NodeMCU. These connections ensured communication between 

NodeMCU and RFID module which facilitated the reading of 

RFID tags. In addition, SDA and SCL pins of LCD were connected 

to D2 and D1 (Digital GPIO Pins) of NodeMCU. For power supply 

considerations, the VCC pins of both RFID card reader and LCD 

were connected to 3.3 V output of NodeMCU while GND pins of 

these components were connected to the ground (GND) of 
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NodeMCU. This hardware setup was complemented by a Google 

spreadsheet which was used as database for storage and retrieval of 

students’ attendance data.  

 

 

 

 

NodeMCU

 

I2C driver

programming 

cable

programming and 

power port

 

RFID reader

jumper wire

vero board

 
Figure 8: Internal components of the proposed smart attendance 

system. 

Source: Authors, (2024). 

 

III.2 PERFORMANCE EVALUATION RESULT 

The proposed system was subjected to tests to verify and 

asses its performance. Figure 9a illustrated the proposed system 

connecting to Wi-Fi module on a laptop while Figure 9b depicted 

the snapshot of the prompt message which instructed the user to 

place the RFID card. Figure 10a illustrated the proposed system 

reading the information on RFID card while Figure 10b illustrated 

the transfer of the information on RFID card to Google spreadsheet. 

It was therefore seen that the system read RFID tag data 

successfully, constructed JSON payload, and utilized HTTP to 

communicate with Google sheet, displaying feedback on LCD 

screen. 
 

 
Figure 9: Proposed system under test, (a) system connecting to 

Wi-Fi module (b) system requesting for placement of card. 

Source: Authors, (2024). 

 

 
Figure 10: Proposed system under test (a) system reading the 

RFID card and (b) system directing the student details to the 

Google sheet. 

Source: Authors, (2024). 

 

Figure 11 presented the spreadsheet which revealed 

students’s details such as the date of the class, time of the class, 

matric number and names of the students, UID number as well as 

the address of the students in the class. 

 
Figure 11: Snapshot of students’ attendance. 

Source: Authors, (2024). 

 

A closer look of Figure 11 demonstrated the system’s 

functionality  which pointed to the fact that there existed 

synchronization and effective communication between hardware and 

software parts. This further implied  that Google script in the 

spreadsheet communicated successfully with the NodeMCU, enabling 

real-time attendance taking and data transfer between the system and 

the spreadsheet. It was seen also that  the Google App. script embedded 

in the spreadsheet, processed HTTP POST requests and updated the 

spreadsheet as more data were received. It was found that it only took 

3s for the system to read and store information of students present in a 

class. 

 Furthermore, the students were tasked to assess the proposed 

system  in terms of ease of use, efficiency, functionality, user interface 

friendliness and speed of data transfer to the database. The criteria and 

rating presented in Table 1 were used to assess the performance of the 

system. Table 2 therefore presented the summary of qualitative 

asssessment of the system. 

 

Table 1. Rating criteria for assessing the system 

Criteria Excellent Good Average Bad Poor 

Rating 5 4 3 2 1 

Source: Authors, (2024). 

 

Table 2: Summary of qualitative assessment of the system by the 

students 

Criteria Excellent Good Average Bad Poor 

Ease of use 5 2 0 0 0 

Functionality 4 3 0 0 0 

Friendliness in 

user interface 

5 1 1 0 0 

Ffficiency 3 4 0 0 0 

Speed of data 

transfer to the 

database 

6 1 0 0 0 

Source: Authors, (2024). 

 

Using table 2, Figures 12-16 presented the percentage 

distribution of the scores of the assessment of the proposed system 

by the students. 
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Figure 12: Result of the asseement of ease of use of the propsed system. 

Source: Authors, (2024). 

 

It was seen in Figure 12 that 71% of the students rated the ease of use of the sytem excellent while 29% rated  it good. It was also 

oberved that average, bad and poor ratings of the proposed system had no scores. 

 

 
Figure 13: Result of the asseement of functionality of the system. 

Source: Authors, (2024). 

 

It was observed from Figure 13 that 57% of the students rated the functionality of the system excellent while 43% rated it good. 

No score was howerver recorded for average, bad and poor ratings. 

 

 
Figure 14: Result of the asseement of user interface friendliness 

Source: Authors, (2024). 

 

In terms of friendliness in the user interface of the proposed system, Figure 14 showed that 71% rated the system excellent while 

14.5% and 14.5% rated the system good and average, respectively. It was seen also that bad and poor criteria had no score. 
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Figure 15: Result of the asseement of efficiency of the system. 

Source: Authors, (2024). 

 

Figure 15 showed that 43% of the students rated the efficiency of the system excellent, 57% rated it good while no student rated 

the system average, bad and poor. 

 

 
Figure 16: Result of the asseement of speed of data transfer of the system. 

Source: Authors, (2024). 

 

 It was observed in Figure 16 that 86% of the students rated 

the speed of data transfer to the database excellent while 14% rated it 

good. Average, bad and poor ratings of the system had no scores. 

 Furthermore, the present work was compared with a few of  

existing works in the literature in terms of features such as 

connectivity, speed of information transfer, technology used, 

microcontroller used, power consumption and database. Table 3 

presented the outcome of this comparison. 

 

Table 3: Result of the comparison of the present work with previous works existing in the literature. 
 

Characteristics features Reference [12] Reference [13] Reference [14] Reference [17] Proposed work 

Technology          RFID RFID RFID      RFID RFID 

Connectivity Blue tooth         Blue tooth         Blue tooth Blue tooth Wi-Fi or IEE802.11 

Speed of information 

transfer 
Slow Slow Slow     Slow    Fast 

Microcontroller used Arduino Arduino Arduino   Arduino NodeMCU (ESP8266) 

database           Yes No   No      Yes Yes 

Power consumption       Medium Medium           Medium Medium low 

Source: Authors, (2024). 

It could be seen from Table 3 that the proposed work 

improved on the existing work in terms of the use of ESP8266 

microcontroller which made the sytem to consume less power and 

enhanced the rate at which information was sent to the database. 

 

IV. CONCLUSIONS 

This work proposed a smart system based on radio frequency 

technology for taking attendance of students in a class. The system 

consisted of ESP8266 (Node Microcontroller Unit) for coordinating 

the activities of RFID reader, RFID card, I2C driver, display unit and 

database. The implementation of the overall system allowed students 

attendance to be taken and stored on Google spread sheet in a fast and 

efficient manner. The average time for the system to read RFID card 

and transfer students’ details to the Google spreadsheet was 3s. In 

additon, the performance of the system was assesssed by the students 

based on the criteria such as ease of use of the system, functionality, 
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friendliness in user interface, efficiency and speed of data transfer to 

the database. Results of the qualitative evaluation revealed that 71% of 

the students rated the ease of use of the system excellent while 29% 

rated it good. 57% and 43% of the students rated the functionality of 

the system excellent and good, respectively while 71%, 14.5%, and 

14.5% rated the user interface excellent, good and average 

respectively. The efficiency of the system received 43% excellent and 

57% good from the students. Moreover, 86% and 14% of the students 

rated the speed of transfer of data to the database excellent and good, 

resepectively. The system is recommended for use in schools and 

business outlets for taking the attendance of students and workers. 
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Determination of weld strength through the fractural behaviour at different loads plays 
dominant role for selection of weld process in real-time applications. Assistance of vibratory 

treatment to the conventional welding process can bring major changes in the microstructure 

of weldment at greater extent. The intervention of increment and decrement in the 

mechanical properties at different vibratory welding parameters dependent on the grain 

refinement. The study focuses on analyzing microstructural transformations' influence in the 

weldments on different mechanical properties at various amplitudes and voltages of 2, 4, 

6V. The tests such as tensile, Rockwell hardness and Charpy impact are conducted and 

fracture modes are identified. SEM analysis is performed to characterize the microstructure 

of different fractures between the developed butt joint on SS304 and susceptibility to crack 

is investigated. The fracture is exhibited as more ductile for samples developed with the 

assistance of vibratory treatment to the gas metal arc welding process. The decrease of 
columnar dendrites at weld zone and paradigmatic shift to equiaxed shapes under vibratory 

treatment prompted to achieve maximum enhancement in the mechanical properties and 

reduction of delta ferrite is responsible for decrement for further ranges. 
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I. INTRODUCTION 

 Substantial increment in the demands to produce superior 
standard products at low-cost driven advancements in the 

traditional manufacturing methods. Vibratory treatment is most 

notable advancement to the traditional welding process to 

minimize the defects of weldment and significant improvement in 

the weld strength [1],[2]. Studies are proven that the vibratory 

treatment can enhance the heat transfer at the weld pool which 

reduce the defects caused by porous regions, blow holes, spilling 

of weld material etc. [3]. But the analysis over influence of applied 

vibration parameters such as amplitude, frequency and time is 

essential to achieve maximum enhancement in the mechanical 

properties of the weldment [4]. 

According to [5] performed extensive analysis over 
influence of vibratory treatment parameters on the tensile strength 

of the joint in the pulsed ultrasonic tungsten arc welding process 

and heat evacuation is responsible for achieving maximum 

enhancement. Singh et al. investigated the influence of work piece 

frequency on the hardness of the butt joint made under vibratory 

treatment assistance to shielded metal arc welding process and 

achieved maximum enhancement at 250 Hz with fine grain 

structure [6]. Mostafapour and Gholizadeh studied the dependence 

of vibratory treatment parameters over the impact resistance of the 

weldments made on SS304 through TIG welding process and noted 

that the workpiece frequency, electrode voltage are the most 

dominant parameters among the amplitude, time, current, and 

welding speed [7]. Given high range frequencies of 15kHz for the 
welding of AZ31 sheet through TIG welding process and attained 

the greater reduction in grain size at interstitial sites is responsible 

for obtaining maximum enhancement in the microhardness [8]. 

Attempted to study the influence of various types of vibratory 

treatment in the gas metal arc welding (GMAW) process and 

observed that the reduction of temperature of molten droplet with 

the oscillation given to weld pool is essential to attain maximum 

heat transfer [9]. Weglowska and Pietras studied the grain 
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refinement in the welding of thermoplastics through SEM analysis 

and stated that the orientation of finer grains is a responsible factor 

to attain the maximum enhancement in the tensile strength at 

highest electrode voltage of 20V [10].  

Studied the influence of vibratory treatment over the 

microstructure and mechanical properties over the 316L stainless 

steel joints developed by using gas-tungsten arc welding and 

observed the columnar type dendrites exhibited lower length than 

the equiaxed dendrites which contributed to exhibit higher 

mechanical properties than the non-vibratory assistance [11]. 
Applied Taguchi analysis for optimizing process parameters in the 

vibratory welding to achieve maximum enhancement in the 

hardness of the butt joint and performed microstructural analysis to 

study the grain refinement in weldments. It is observed that the 

auxiliary vibrations supplied to weld zone prompted to significant 

refinement in the grain structure and leads to improvement in the 

studied mechanical property [12]. According to [13] applied flux 

cored arc welding supported with vibratory treatment and studied 

the influence over microstructure of the weldments. It is observed 

that proeutectoid ferrite occupied more than the ferrite side, 

acicular ferrite in the weld zone and observed the effective 
integrated balance achieved between the yield strength, toughness 

of the metal. Studied the mechanical properties of CO2 arc welding 

under the assistance of vibratory treatment and observed that the 

fatigue life, microhardness are significantly improved with the 

minimum deformation and residual stress formation [14]. For [15] 

investigated the microstructure of the weld zone formed through 

arc welding of AA-5083-H321 of similar metals and observed that 

the grain size is reduced from 200 to 50 μm under the influence of 

harmonic vibrations at the time interval of 30 mins.  

The research is focused to investigate the microstructural 

behavior of the weldments developed through GMAW on SS304 

under the assistance of vibratory treatment at different electrode 
voltages and analyze the response on tensile, impact strength [16]. 

Section-2 presents the materials used in this research along with 

the methods employed to produce the butt joint and conduct the 

experimentation. Section-3 presents the results obtained about the 

studying mechanical properties and SEM analysis to characterize 

the weldment in terms of enhancement or decrements in the 

studying properties at different electrode voltages and discusses the 

grain refinement with the introduction of vibratory treatment in the 

weld joint. Section-4 concludes the article by stating overall theme 

of conducted research and major identifications in the performed 

experimental investigations on vibratory treatment assisted 
GMAW process. 

 

II. MATERIALS AND METHODS 

Gas metal arc welding is preferred to develop the but joint 

with the assistance of vibratory treatment and SS304 of 5mm gauge 

is preferred as the base material for the similar welding. ER309 L 

is selected as the filler material and the chemical composition of 

the base and filler materials are listed in Table 1.  

 

Table 1 Chemical composition of weld materials 

Material C Mn P S Ni Si Cr Balance 

SS304 0.09 <2.5 <0.048 <0.06 10.4 <1.02 18 Fe 

ER309L 0.034 1.28 0.027 0.63 12 0.68 26 Fe 

Source: Authors, (2024). 

 

The single V-type butt joint is developed at the angle of 700 

in the region of joint and opening of root is maintained as 3 and 

base is kept at 2mm by considering the thickness of the procured 

SS304 sheets. The line of welding is considered during the 

preparation of the samples and it is taken as the perpendicular to 

the direction of rolling [17]. A novel vibratory welding equipment 

is designed and fabricated in order to create butt joint through the 

dissimilar GMAW process from mild steel and stainless-steel 

plates. The butt joints are made at various frequencies from 600 to 

1000 Hz while keeping the time period as constant at each 

frequency. For every cycle, the time period of each vibration is kept 

constant for 100 sec at each vibration frequency based on the 
crystallization temperature of the selected metals for welding. It is 

known that the SS304 and mild steel start crystallization at the 

temperature of 420 to 4600C [18]. Although the temperature for 

recrystallization is very low compared to actual weld pool 

temperature which is 26000C, still the experimentation is carried 

out up to maximum range and certain time is allowed for 

temperature drop to recrystallization state. The experimentation is 

carried out by manipulating at different ranges of frequences, 

amplitudes and the observations are made out to investigate the 

mechanical properties of butt joint at each parameter setting [19]. 

The highest frequency of workpiece is fixed at 1000 Hz based on 
the condition of making amplitude less than 0.5mm. Because after 

crossing the 1000 Hz, there is a possibility of crossing the spark 

gap greater than 3.0 mm which hinders the welding process [20].   

The samples required to conduct the uniaxial tensile, 

Charpy impact and Brinell hardness tests are prepared according to 

ASTM D368, E10 and 23 standards. The weldability and 

susceptibility to crack of weldment is evaluated by conducting the 

Varestraint hot-ductility test. The microstructure at the welded 

zone for tensile, impact strength, hardness tested samples are 

characterized through SEM analysis [21]. The etching process is 

performed by using 5% Nital reagent {HNO3 (5ml) + ethyl alcohol 

(100ml)} over these samples in order to remove the blackspots and 
smoky layer created over the weld zone during the GMAW 

process. 

III. RESULTS AND DISCUSSION 

III.1 MICROSTRUCTURES AT DIFFERENT WELD 

ZONES 

The microstructure of the developed butt joint through 

GMAW process under the assistance of vibratory treatment is 
characterized through scanning electron microscopy (SEM) 

technique. The weldments created between the two similar 

metals of SS304 are tested immediate to the welding process 

after their solidification. It is observed that the degree of dilution 

has major influence over the microstructure of the weldments 

and the increase in electrode voltage reduced the dilution process 

by rapid decrement in the temperature at the weld zone [22]. 

Similar effect is observed over the mechanical properties at 

which the increment in them is found with the decrease of 

dilution degree. The improvement in heat transfer through 

convection mode with the effective reduction of conduction to 

the non-involving (welding process) portions of base metal 
through the turbulence created by the vibratory treatment. As the 

convection mode heat transfer is higher, the lower melting of 

base metal is observed with the increase of electrode voltage.  

Figure 1(a) represents the SEM analysis carried over the 

weld edges at where the interface between weld metal and base 

metal. It can be observed that the existence of fine side grains at 

the taken zone which are formed with the effect of higher 

cooling rates. The temperature gradient is significantly higher in 

this zone as there is no specific preheat treatment is employed 

before the GMAW process and it leads to generation of fine 
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surface nuclei on SS304. In later stages, those nuclei are 

prompted for the effective conversion of fine side grains at the 

identified zone and those are incapable to exhibit greater 

resistance over the fracture due stretching of grains at the weld 

interface. The existence of equiaxed grains is very low in this 

zone due to the susceptibility of generating columnar dendrites 

towards the centre of the weldment instead the boundary zone 

[23]. 

 

 

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 

Figure 1: Microstructures at various vibratory weld conditions (a) at weld and base metal interface (b) at intermediate zone with 

electrode voltage of 2V (c) at intermediate zone with electrode voltage of V (d) at intermediate zone with electrode voltage of 6V. 

Source: Authors, (2024). 

 

Figure 1(b) represents the SEM analysis performed at the 

intermediate zone at where the complete dilution of base metal and 

filler material occurred at lower electrode voltage such as 2V. The 

appearance of smaller sized grains in the microstructure shown the 

existence of austenite with the combination of delta ferrite at the 

boundaries. The presence of ferrite stabilizing elements in the filler 
material have shown significant influence at this zone but the 

accumulation of such elements at the sub grain boundaries due to 

occurrence of eutectic reactions. The tendency to form of strength 

improvement barrier such as austenitic-ferritic at this zone is 

observed after the solidification [24]. The competitive growth into 

large number of bundles at grain boundaries are strong hinderance 

for the strength improvement. 

Figure 1 (c) represents the SEM analysis performed at the 

intermediate zone at where the lower dilution of base metal and 

approximate dilution of filler material at 4V. It can be observed 

clearly that the growth of grain boundaries into different directions 
and great misorientations in the sub-grain boundaries. This 

phenomenon is mostly occurred in the ductile type materials such 

as SS304 which referred as “high-angle grain boundaries” and 

formation of such can lead to occurrence of cracks after 

solidification. 

Figure 1 (d) represents the SEM analysis performed at the 

intermediate zone at where the lower dilution of base metal and 

complete dilution of filler material at 6V. It can be observed clearly 

that the growth of grain boundaries followed uniform orientation at 
the sub-grain boundary and clearly drawn a division between the 

dendrites, adjacent sub-grains. Although the misorientation is 

existed, still the degree of such is acceptable due to the growth of 

sub-grains along the crystallographic directions. It can be drawn a 

significant reduction in the size of dendrites in the weldment of 

SS304 from 648.02 to 93.67 μm. No cracks or discontinuities are 

appeared in the microstructure of butt joint and the areas are 

broadly stretched towards the centre of the weldment. 

It is observed from the performed SEM analysis that the 

complete elimination of the unmixed weldments and greater heat 

gradients due to the applied vibratory treatment. The increase in the 
electrode voltage from 2 to 6V created a path for greater turbulence 

of weld pool and promote the heat evacuation. The movement of 

filler material towards to diluted base metal is improved and 

Page 127 



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 125-132, November/ December., 2024. 

 

 

complete immersion become possible with the electromagnetic 

vibrations during GMAW process [25]. 

 

III.2 MECHANICAL PROPERTIES 

The growth of lower sized grains is essential to provide 

sufficient strength over the penetration of load over the surface of 

the specimen. The degree of reduction in grain size is higher at 

higher electrode voltages due to the effective heat transfer with the 

supplied vibrations. However, the central zones are possessing 

higher hardness due to their closeness to fusion line whereas the 

side zones cannot be treated as completed weak because the 

availability of equiaxed grains at that region is significantly lower. 

The confirmation is made by applying the same loads at the side 
zones of the specimens developed from lower voltage of 2V and 

observed that the hardness at central zone not much varied [26]. It 

can be observed from the Figure 2 that the specimens developed at 

lower voltages exhibited lower hardness than the higher voltage 

supplied butt joint weldments. It is expected that the variation of 

hardness at the different regions don’t show greater difference over 

the mechanical properties such as tensile, impact strength of 

weldment. 

The stress-strain curves obtained by conducting the tensile 

strength test on the uniaxial testing machine for the developed butt 

joint on SS304 through GMAW under vibratory treatment are 

represented in Figure 3. It can be observed that the tensile strength 
of the butt joint is increased with the increase of electrode voltage. 

The intense increase of vibration with the increase of electrode 

voltage facilitated a direction to the density of mobile dislocations 

and gradual decrease in dendrite sizes in the butt joint. Consequent 

increase in the energy of grain boundaries due to significant 

disorders and existence of high energy at the dislocations which is 

exhibited by them to cross the grain boundaries prompted as the 

increment in the tensile strength. The density of dislocations is 

increased by the stoppage of mobile dislocations at grain 

boundaries also promoted as the increment in the tensile strength 

of the butt joint under the assistance of vibratory welding. The 
findings are agreed with the existing studies that the decrease in 

grain size at the austenite phase of SS304 is essential to attain 

maximum improvement in the mechanical properties such as 

tensile, yield strength [27]. 

 

 
Figure 2: Hardness of the butt joint SS304 at different electrode 

voltages. 

Source: Authors, (2024). 

 

It can be observed from the Figure 4 that the enhancement 

in the impact strength with the increase of electrode voltage during 

the GMAW of SS304. The increase of frequency of workpiece 

brought significant increase the impact strength of weld specimen 

and the improvement in impact strength is 23.58%. The expose of 

high frequency vibrations to the weld pool provided a path to 

increase the heat evacuation rate and improved the fracture energy 

of butt joint. The highest improvement in the impact strength is 

noted at 4.24J at maximum frequency of 5.3 Hz at 6V. The gradual 

increase of frequency from 0 to 6V given maximum enhancement 

in the impact strength from 3.2 to 4.24 which is about 32.5%. The 

appearance of finely distributed finer sized dendrites at the 

weldment provided maximum energy to withstand to the fracture 
and the existence of equiaxed grains in larger portions with the 

increase of electrode voltage prompted to attain greater reduction 

in the arms of dendrites.  

It is confirmed from the performed investigations over the 

mechanical properties through microstructural evidences that the 

decrease in the dendritic size and increment of grain boundaries at 

large portions essential to attain maximum enhancement in the 

strength of weldment. The strongest force to oppose the 

propagation of crack is obtained by the energy existed at the grain 

boundaries and the availability of larger number of grain 

boundaries made to demand greater force to create crack [28]. As 
the time consumed to create small cracks is higher at initial stages 

due to effective grain refinement and similar effect is carried for 

propagation of fracture which can directly contributed to increase 

the toughness of the weldment. 

 

 
Figure 3: Stress-strain curves for the butt joint SS304 at different 

electrode voltages. 

Source: Authors, (2024). 

 

 
Figure 4: Impact strength of the butt joint SS304 at different 

electrode voltages. 

Source: Authors, (2024). 
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III.3 CRACK SENSITIVITY ANALYSIS 

Varestraint test is conducted in this study to investigate the 
influence of vibratory treatment during GMAW process on the 

susceptibility to crack at hotter temperatures in the butt joint of 

SS304. It is proved that the most frequent problem of developing 

crack at hotter regions in the weldments developed in SS304 can 

be avoided through the vibratory treatment to the welding process. 

At 0V, the weld metal is solidified at the temperature range closer 

to brittle in nature and gradual shrinkage of base metal with respect 

to time prompted to inclusion of tensile stress in the weldment. As 

the developed tensile strength is not sufficient to repel the crack 

initiation process, it is obvious to effect with hot cracks in the 

weldment after completion of solidification process. However, the 
increase of heat evacuation with the vibratory treatment promoted 

the growth of equiaxed fine grains than coarse type and these 

possess greater resistance for hot cracks formation till the 

solidification. It is observed that the existence of two-phase 

mixture formed by the combination of ferrite and austenite at grain 

boundaries at larger extent and these acted as strong resistant force 

for nucleation of cracks in the molten films [29]. The increase of 

electrode voltage supported for rapid solubility of impurities in the 

base and filler metals which usually supports for crack nucleation 

at hotter temperatures. Although the solubility of such impurities 

in the δ-ferrite phase than the austenite, still it possesses more 

susceptibility to crack at hot temperatures. The existence of δ-
ferrite is less at the higher voltage such as 6V due to effective heat 

evacuation and rapid solidification of the weld metal is responsible 

factor behind the decrement in the crack susceptibility even at 

higher temperatures (Figure 5). 

 

 

 

 

 

 

(a) (b) 

  

(c) (d) 

Figure 5: Crack sensitivity of butt joint at (a) 0V (b) 2V (c) 4V (d) 6V. 

Source: Authors, (2024). 

 

It is evident from the previous observations that the 

reduction in dendrite size and distribution of equiaxed grains at 

larger regions can provide more resistance to fracture. Similar 

phenomena are observed in the Varestraint test that the equiaxed-

grain structure exhibit lower susceptibility to crack compared to 

columnar type structure which is found at 0V. The flexibility 

against the shrinkage of weld metal is provided by the vibratory 

treatment at hotter temperatures and it supported for accumulation 
of impurities at grain boundaries. These impurities are acted as 

barriers for nucleation of cracks and initiation at later stages of 

solidification. It is confirmed from the performed investigations 

that the reduction of crack length from 14.78 to 6.43mm due to 

vibratory treatment during the GMAW process for development of 

butt joint in SS304. 

 

III.4 FRACTURE MODE 

The characterization over the specimens after the tensile 

tests are represented in the Figure 6. It can be observed from the 

Figure 6 that the butt joints developed at three different voltages 

such as 2, 4, 6V from no vibratory treatment such as 0V strongly 

indicating the fracture is ductile in nature. The appearance of 

primary dimples at lower heat effected zones of the weldment and 

the secondary dimples (significantly lower diameter) is at higher 
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heat effected zones also confirmed the ductile fracture in the 

developed weldments. The general tendency of undergoing ductile 

type fracture in the FCC lattice structured materials such SS304 at 

atmospheric temperature is followed by the materials even at the 

higher temperatures also. The larger portion of plastic deformation 

and increase of the strain energy can be observed from the tensile 

tests and such tension is exhibited by less diameter sized pores at 

the necking region. The fracture mechanism is completed in three 

stages from the initiation to completion such as pore nucleation, 

growth and joining. The large joining stage of pores is strongly 

indicating that the strain energy is higher and supported to achieve 

increase tensile strength with the increase of electrode voltage. 

 

 

 

 

 

 
(a) 

 

(b) 
 

  
(c) 

 

(d) 

 

Figure 6: Fracture mode of butt joint at (a) 0V (b) 2V (c) 4V (d) 6V. 

Source: Authors, (2024). 

 
It can be confirmed with the characterization tests that the 

increase of voltage of electrode is most responsible factor behind 

the greater amount of reduction delta ferrite and rapid increase of 

austenite at the grain boundaries in the developed butt joint on 

SS304. The degree of increment in the austenite growth is 

prompted as the increase in the tensile strength and promoting to 

the fracture in ductile mode. The reduction in grain size at the 

austenite phase with the further increase of voltage from 4 to 6V 

prompted to increase the plastic deformability and increment in 

strain energy further. 

V. CONCLUSIONS 

In this research, the influence of vibratory treatment during 

the arc welding of SS304 is studied by analysing the mechanical 

properties, mode of fracture, transformation within the 

microstructure and tendency to crack at hotter regions is studied. 

The vibratory treatment is given during the welding process at 

different amplitudes by varying the voltage from 0 to 4V and the 

tests such as tensile, Charpy impact, Rockwell microhardness are 

conducted. The major observations made from the performed 

investigations are:  

 

• The improvement in tensile strength of the weldment is 

observed with the increase of voltage at different ranges and 

greatest is found as 537 Mpa at the vibration frequency of 1835 Hz.  

• The highest increment in the hardness is observed at the 

6V followed by 4, 2 V whereas the lowest is recorded as 0V (no 

vibratory treatment) during the GMAW of SS304. The rapid 

growth of austenite in the absence of vibratory treatment is found 

as the major reason behind the lower hardness.  
• The Charpy test results strongly indicated the greatest 

enhancement in the impact strength of the developed weldment 

through GMAW for every possible increment in the voltage and 

highest is shown as 4.29J at frequency of 765 Hz in 6V.  

• The intense decrease in the tendency to crack in the weld 

samples with the assistance of vibratory treatment during the 
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welding process and effect of vibration over the heat evacuation is 

found as major behind the desirable decrement. The average length 

of crack is found as 14.78mm in the weldments at 0V whereas it is 

limited to 6.43 mm at 6V.  

• The fracture is majorly found as ductile in nature with the 

increase of voltage from 0 to 6V and dimples with significant 

decrement in their width is observed in the weld samples of SS304. 
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Osteoporosis, a prevalent bone disease, is characterized by the equation 𝐵𝑑  = 𝐵𝑚 − 𝑂𝑟 , 

where 𝐵𝑑  is bone density, 𝐵𝑚 is maximum bone density, and 𝑂𝑟 is osteoporosis rate. 

Conventional imaging techniques, governed by the formula 𝐴𝑐 = 𝐼𝑡  𝑋 𝑆𝑟  where 

𝐴𝑐accuracy is, 𝐼𝑡 is image thresholding, and 𝑆𝑟  is scan resolution), often yield a detection 

accuracy of merely 75%. In this work, we introduce the EFR-Net: a U-Net-based deep 

learning model. Its efficacy is represented by the equation 𝐴𝑛 = 𝐹𝑝 𝑋 𝐷𝑐 + 𝑁𝑟 , where 𝐴𝑛 

is the new accuracy, 𝐹𝑝 is the fraction of fracture-prone regions detected,  𝐷𝑐  is the Dice 

coefficient, and 𝑁𝑟 is the noise reduction factor. Leveraging a comprehensive dataset of 

10,000 bone scans, our model, adhering to the above equation, achieved a commendable 

accuracy rate of 89%. This translates to a mathematical improvement represented by ∆𝐴 =
𝐴𝑛 − 𝐴𝑐, yielding a 14% enhancement over traditional methods. Moreover, the reduction 

in false negatives, a critical metric in medical diagnoses, can be quantified by 𝑅𝑓  =

 
𝐹𝑜𝑙𝑑−𝐹𝑛𝑒𝑤

𝐹𝑜𝑙𝑑
, where 𝐹𝑜𝑙𝑑 and 𝐹𝑛𝑒𝑤 are the old and new false negatives respectively. EFR-

Net's innovative approach and promising results underline its potential in revolutionizing 

osteoporosis-related fracture prediction, offering a robust bridge between computational 

advancements and clinical necessities.  
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I. INTRODUCTION 

Osteoporosis is a degenerative bone disease that represents 

a major public health concern, affecting millions worldwide. This 

ailment weakens bones over time, resulting in them becoming 

fragile and consequently more susceptible to fractures. The dire 

repercussions of osteoporosis, ranging from decreased mobility to 

increased mortality, make early and accurate detection not just a 

clinical necessity, but also a societal imperative. 

 Traditional diagnostic techniques for osteoporosis 

predominantly rely on measuring bone mineral density (BMD). 

However, BMD measurements, while indicative, are not 

definitive predictors of fracture risks. Many individuals with 

osteoporosis remain undiagnosed due to the limitations of current 

methods. These methods' inability to capture intricate bone 

patterns, micro-architectural deterioration, and other subtle cues 

indicative of fracture risks has left a significant diagnostic gap in 

osteoporosis care. 

Conventional osteoporosis detection primarily utilizes 

dual-energy x-ray absorptiometry (DEXA) scans to measure 

BMD. Governed by the equation 𝐴𝑐 = 𝐼𝑡  𝑋 𝑆𝑟  , where 𝐴𝑐 

represents the diagnostic accuracy, 𝐼𝑡 the image thresholding, and 

𝑆𝑟  the scan resolution, DEXA results serve as the gold standard 

for osteoporosis diagnosis. However, while DEXA scans offer 

quantitative insights into bone density, they often fall short in 

providing a holistic understanding of bone quality, which is 

equally crucial. 
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In response to the limitations of conventional methods, we 

introduce EFR-Net, a state-of-the-art U-Net-based deep learning 

model, tailored specifically for enhanced osteoporosis detection. 

EFR-Net, by emphasizing fracture-prone regions and capturing 

micro-architectural nuances in bone scans, aims to revolutionize 

osteoporosis diagnosis. Its underlying principle can be articulated 

by 𝐴𝑛 =  𝐹𝑝 𝑋 𝐷𝑐 + 𝑁𝑟  , wherein it's designed to amalgamate 

both quantitative and qualitative aspects of bone health, 

promising a significant leap over traditional diagnostic paradigms. 

 

Our work in this paper stands out due to several pivotal 

contributions: 

 

• The inception of EFR-Net, a pioneering deep learning 

approach, crafted with the nuances of osteoporosis 

detection in mind. 

• A rigorous and comprehensive comparative evaluation 

against conventional methods, establishing the clear 

superiority of EFR-Net in terms of diagnostic precision. 

• An exhaustive exploration of our dataset, underlining its 

diverse, representative, and clinically-relevant nature. 

• Probing insights into the broader real-world applications, 

scalability, and clinical implications of deploying EFR-Net 

in mainstream healthcare systems. 

 

The subsequent sections of this paper have been 

meticulously organized for clarity and coherence. Section 2 

furnishes a thorough review of extant literature and related works. 

Section 3 delves deep into our proposed methodology, elucidating 

both the dataset intricacies and the architectural nuances of EFR-

Net. Section 4 is dedicated to our experimental results, 

discussions, and the insights derived therefrom. We finally wrap 

up with Section 5, where we conclude our findings and shed light 

on prospective research directions and broader implications. 

II. RELATED WORK 

Osteoporosis detection and related bone health diagnostics 

have witnessed a surge in advancements with the integration of 

deep learning techniques. Pioneered a diagnostic model grounded 

on an improved deep U-Net network, showcasing the adaptability 

of U-Net architectures for intricate tasks like osteoporosis 

gradation. In a similar vein [1], integrated attention units within a 

modified U-Net architecture, highlighting its efficacy in DEXA 

and X-ray image diagnostics. The versatility of the U-Net model 

was further underlined by [2], who adopted multitask learning for 

the detection of osteoporotic vertebral compression fractures in 

lumbar spine lateral radiographs. The importance of segmentation 

in osteoporosis detection was emphasized by [3], who automated 

the segmentation of vertebral cortex utilizing a 3D U-Net-based 

deep convolutional neural network [4]. 

Provided an extensive survey on computer-aided diagnosis 

systems, offering a panoramic view of the advancements and 

challenges in osteoporosis detection [5]. As segmentation 

continues to play a pivotal role [6] showcased an innovative 

method for the automatic segmentation of the femur and tibia 

bones from X-ray images, leveraging a pure dilated residual U-

Net. The broader implications of deep learning in orthopedic 

disease diagnostics were elaborated upon by [7], who presented 

both the current applications and future potential of the 

technology. The significance of segmentation in bone health 

diagnostics was further cemented by [8] through their deep 

learning method for the automatic segmentation of the proximal 

femur from quantitative computed tomography images. Proposed 

a multi-objective segmentation method for bone age assessment 

using a parameter-tuned U-net architecture [9]. Presented a fusion 

of machine learning for femur segmentation from CT scans with 

autonomous finite elements for orthopedic and endocrinology 

applications [10]. Introduced a Merged U-Net approach for the 

segmentation of bone tumors in X-ray images [11]. Developed 

QCBCT-NET for direct measurement of bone mineral density 

from quantitative cone-beam CT using a human skull phantom 

study [12]. Highlighted an approach for intervertebral disc 

labeling incorporating learning shape information for improved 

accuracy [13]. Introduced an artificial intelligence-based system 

(AIBMS) for the detection of sarcopenia using deep learning 

techniques [14]. 

Reviewed deep convolutional neural network architectures 

tailored for medical image segmentation tasks [15]. Explored 

spine MRI segmentation using advanced deep learning techniques 

[16]. Investigated the predictive value of vertebral body cortical 

thickness for osteoporosis using opportunistic CT imaging [17]. 

offered a literature review on osteolysis, covering its basic science 

and potential computer-based image processing detection 

methods [18]. Proposed an edge-enhanced instance segmentation 

approach for wrist CT images leveraging a semi-automatic 

annotation database [19]. Conducted a systematic review on deep 

learning applications in dental and maxillofacial image analysis 

[19]. Predicted bone healing around dental implants under 

varying conditions using a deep learning network [19]. Introduced 

ST-V-Net, a method to incorporate shape priors into CNNs for 

enhanced proximal femur segmentation [22]. Focused on 

diagnosing osteoporosis using transfer learning techniques within 

the same domain [22]. Automated the measurement of cortical 

thickness in the mandibular condyle head using CBCT images via 

deep learning [24], evaluated deep learning-based quantitative CT 

for opportunistic osteoporosis screening [25]. 

However, despite these monumental advancements, 

traditional methods and several deep learning models have been 

observed to exhibit certain limitations, especially when it comes 

to capturing intricate bone patterns, micro-architectural 

deteriorations, and nuanced indicators of fracture risks. These 

challenges have culminated in a diagnostic gap in osteoporosis 

care. In our proposed work, we seek to address and overcome 

these limitations. By amalgamating both quantitative and 

qualitative aspects of bone health diagnostics, our solution aims to 

bridge the existing gaps and present a more comprehensive and 

robust solution, marking a significant departure from 

conventional paradigms. 

II.1 PROBLEM FORMULATION 

The formulation of the osteoporosis detection problem is 

rooted in a blend of mathematical and statistical methodologies. 

By grounding our research in these foundational principles, we 

seek to achieve both clarity in representation and rigor in analysis. 
Key Notations 

We begin by outlining the primary notations that will be 

recurrently used: 

• B - Bone scan image. 

• O- Osteoporosis severity score. 

• F - Fracture-prone region in bone scan. 

• 𝐷𝑐  - Dice coefficient for model accuracy. 

• 𝑁𝑟 - Noise reduction factor in image. 

 

Problem Definition 
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Given a bone scan image 𝐵, the objective is to predict the 

osteoporosis severity score 𝑂 and identify the fracture-prone 

regions F. Formally, the problem can be defined as: 

Predict: 𝑂 =  𝑓(𝐵) 
Identify: 𝐹 =  𝑔(𝐵) 

Where f and g are mapping functions that the EFR-Net model 

learns. 

Optimization Objective 

The primary optimization goal is to maximize the Dice coefficient 

𝐷𝑐  while simultaneously minimizing the noise 𝑁𝑟 in the predicted 

fracture-prone regions. This can be mathematically represented 

as: 

max
𝑓,𝑔

𝐷𝑐  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑁𝑟  ≤ 𝜀 

 

where 𝜀 is a predefined threshold for acceptable noise. In the 

subsequent sections, we will delve deeper into the mechanisms by 

which we achieve this optimization objective and the empirical 

results substantiating our methodology. 

 

Table 1: Algorithm: EFR-Net for Osteoporosis Fracture 

Prediction 

FUNCTION 𝐸𝐹𝑅 − 𝑁𝑒𝑡(𝐼): 

- Initialize U-Net architecture with depth 𝑑 

- 𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟 ←  𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝐼) 

- 𝑆 ← 𝐷𝑒𝑐𝑜𝑑𝑒𝑟(𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟 ) 

- RETURN S 

FUNCTION 𝐸𝑛𝑐𝑜𝑑𝑒𝑟(𝐼): 

- 𝐸(𝐼)  ←  𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟  (Encode image I to feature map 𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟) 

- For each encoding layer l up to depth 𝑑: 

- Apply convolution to 𝐼 

- Apply activation function (e.g., ReLU) 

- Perform pooling operation to downsample 

- RETURN 𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟  

FUNCTION 𝐷𝑒𝑐𝑜𝑑𝑒𝑟(𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟): 

- D(𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟) ← 𝑆  (Decode feature map 𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟  to 

segmentation S) 

- For each decoding layer 𝑙 up to depth 𝑑: 

- Apply transposed convolution to upscale 

- Merge with corresponding encoder feature map using skip 

connection 

- Apply activation function (e.g., ReLU) 

- RETURN 𝑆 

Source: Authors, (2024). 

III. EFR-NET FOR OSTEOPOROSIS FRACTURE 

PREDICTION 

 In the realm of osteoporosis research, timely and 

accurate prediction of fractures remains paramount. This section 

delves into the intricacies of the Enhanced Fracture Recognition 

(EFR) Network, a state-of-the-art deep learning architecture 

tailored for osteoporosis fracture prediction, elucidating its design 

principles and operational mechanisms as shown in Figure 1. 

 

 
Figure 1: Architecture Diagram of EFR-Net for Osteoporosis 

Fracture Prediction. 

Source: Authors, (2024). 

 

III.2 DATA ACQUISITION AND PRE-PROCESSING 

Bone scan images are acquired from a variety of medical 

databases to ensure a comprehensive and diverse dataset. The 

raw image data, symbolized as ( 𝐼 ), undergoes a meticulous pre-

processing phase to eradicate noise, standardize dimensions, and 

enhance crucial features. 

 

  𝐼′ =  𝑓𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠(𝐼)              (1) 

 

Where I′ denotes the pre-processed image and 𝑓𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠  

represents the pre-processing function. 

Dataset Partitioning: 

To facilitate model training and evaluation, the dataset is 

judiciously partitioned into training, validation, and test subsets. 

The ratios used for this division are denoted by 𝑟𝑡, 𝑟𝑣 , and 𝑟𝑡𝑒𝑠𝑡  

respectively. 

 

  𝐷𝑡𝑟𝑎𝑖𝑛 =  𝑟𝑡  ×  𝐷              (2) 
  𝐷𝑣𝑎𝑙𝑖𝑑  = 𝑟𝑣  ×  𝐷              (3) 
  𝐷𝑡𝑒𝑠𝑡  =  𝑟𝑡𝑒𝑠𝑡 ×  𝐷              (4) 

 
Where D symbolizes the entire dataset. 

 

III.3 MODEL ARCHITECTURE: EFR-NET 

The core of the proposed system, EFR-Net, is 

fundamentally built upon the U-Net architecture, which has 

established its prominence in biomedical image segmentation due 

to its superior performance in tasks requiring detailed localization. 

U-Net's architecture can be visualized as a symmetric 

structure comprising two main components: an encoder and a 
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decoder. Each of these components is crucial for the model's 

operation and directly contributes to its segmentation prowess. 

 Encoder: The encoding path consists of multiple 

convolutional layers, often paired with pooling operations. As the 

data flows through the encoder, the spatial dimensions reduce 

while the depth, or feature channels, increases. This allows the 

model to capture high-level contextual information about the 

input image. Mathematically, the encoder's function can be 

denoted as: 

 

  𝐸(𝐼)  =  𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟     (5) 

 

where E represents the encoder's operation on the input image I, 

and 𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟  is the contextual feature map. 

 Decoder: The decoder is tasked with upscaling the 

feature maps and restoring the spatial dimensions. It uses 

transposed convolutions (or upsampling layers) and merges 

features from the encoder using skip connections. The merging of 

fine-grained features from the encoder with the upsampled 

features ensures precise localization in the output segmentation 

map. The operation of the decoder can be represented as: 

 

𝐷(𝐼)  =  𝐶𝑒𝑛𝑐𝑜𝑑𝑒𝑟    (6) 

 

where D is the decoder function, and S is the resulting 

segmentation map. 

The depth of the U-Net, denoted by d, determines the 

number of encoding and decoding layers. A deeper network is 

capable of capturing more intricate patterns but may also be 

computationally intensive. 

 

𝐸𝐹𝑅𝑁𝑒𝑡  =  𝑓𝑈−𝑁𝑒𝑡(𝑑)   (7) 
 

Beyond the basic layers, EFR-Net is enhanced with 

specialized components to optimize its performance. 

Convolutional blocks help in feature extraction, activation 

functions introduce non-linearity, ensuring the network can learn 

complex patterns, and skip connections, which are direct links 

between encoder and decoder layers, retain finer details that 

would otherwise be lost in the encoding process. These skip 

connections are particularly vital for tasks where pixel-wise 

accuracy is paramount, such as in medical image segmentation. 

Training Process: 

Training is an iterative process that optimizes the model's 

parameters θ using backpropagation. The learning rate λ, which 

dictates the update magnitude, plays a pivotal role in convergence 

dynamics. 

 

  𝜃𝑡+1  =  𝜃𝑡  −  𝜆 𝛻𝐿𝜃𝑡              (8) 

 

Evaluation Metrics: 

Performance evaluation is quintessential. Metrics such as the 

Dice Coefficient 𝐷𝑐  , Sensitivity S, and Specificity 𝑆𝑝 are 

employed. 

 

  𝐷𝑐  =  
2|𝑃 ∩ 𝐺| 

|𝑃| + |𝐺|
               (9) 

  𝑆 =  
|𝑃 ∩ 𝐺|  

|𝐺|
             (10) 

  𝑆𝑝 =  
|𝑁 ∩ 𝐺′| 

|𝐺′|
             (11) 

 
Inference and Deployment: 

For any novel bone scan 𝐼𝑛𝑒𝑤, the EFR-Net predicts the fracture-

prone regions 𝑃𝑛𝑒𝑤 , aiding clinicians in making informed decisions. 

 

𝑃𝑛𝑒𝑤 =  𝐸𝐹𝑅𝑁𝑒𝑡(𝐼𝑛𝑒𝑤 ;  𝜃)    (12) 

 
This methodology offers a panoramic view of the EFR-

Net system, detailing every step from data acquisition to 

deployment, underpinned by mathematical representations. 

 

 

Table 2: Dataset Information. 

Dataset Type Total Scans Fracture-prone Scans Normal Scans 

Training 6500 3250 3250 

Validation 1300 650 650 

Test 1200 600 600 

Source: Authors, (2024). 

 

 
Figure 2: Bone mass distribution in the human body, showing areas of density. 

Source: Authors, (2024). 
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Figure 3: Bone microstructure illustrating fracture risk areas. 

Source: Authors, (2024). 

 

Table 3: Hyperparameter Tuning. 
Model Variant Learning 

Rate 

Batch 

Size 

Epochs Optimizer Regulari

zation 

Encoder 

Depth 

Decoder 

Depth 

Skip 

Connections 

Basic U-Net 0.001 32 50 Adam L2 

(0.001) 

4 4 Yes 

U-Net with 

Attention 

0.0008 32 60 Adam L2 

(0.0005) 

4 4 Yes 

Deep U-Net 0.0005 16 70 SGD L2 

(0.0005) 

5 5 Yes 

U-Net w/o Skip 0.0005 16 60 Adam L1 

(0.0007) 

4 4 No 

Source: Authors, (2024). 

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

In the Experimental Results and Discussion segment, the 

outcomes from evaluating the EFR-Net model are detailed and 

interpreted [26], [27]. This section provides a clear account of the 

model's performance, supported by relevant data. Additionally, 

the research employed specific software requirements, including 

TensorFlow 2.5 and Python 3.8, and operated on hardware 

equipped with Nvidia V100 GPUs [28], [29]. The significance of 

these results, especially in the context of osteoporosis detection 

using medical images, is also discussed, highlighting the 

importance of the chosen software and hardware configurations 

[30]. 

IV.1 DATASET COMPOSITION 

The table 1 titled Dataset Information offers a 

comprehensive breakdown of the bone scans used throughout our 

research, segmented into training, validation, and test sets [31]. 

Within the substantial training set of 6500 scans, there's an even 

distribution: 3250 scans are identified as "Fracture-prone," 

suggesting an elevated risk or presence of osteoporosis, while the 

remaining 3250 are denoted as "Normal," indicating a low risk or 

absence of the disease. This meticulous balance is mirrored in the 

validation set, which is pivotal for model optimization and 

iterative refinement. It includes 1300 scans, halved neatly 

between the two aforementioned categories. The test set, allocated 

for the conclusive assessment of our model, encompasses 1200 

scans, again maintaining an equitable split with 600 scans in each 

class. Such a consistent and balanced division across all dataset 

segments is pivotal. It ensures that our model undergoes rigorous, 

unbiased training and evaluation, which is paramount, especially 

in medical research where skewed datasets can lead to models 

with inadvertent biasesv [32]. By meticulously structuring the 

dataset, our study underscores its commitment to fostering a 

robust and reliable diagnostic tool for osteoporosis [33], [34]. 

 

IV.2 HYPERPARAMETER TUNING 

The table 2 titled Hyperparameter Tuning offers an in-

depth view of the configurations used for different model variants 

during the experimental phase. Four distinct model variants were 

considered:The table 2 on Hyperparameter Tuning presents the 

configurations utilized for different model variants during the 

experiments. The Basic U-Net was set up with a learning rate of 

0.001, underwent 50 epochs of training using a batch size of 32, 

employed the Adam optimizer, and applied L2 regularization at 

0.001. This variant maintained an encoder and decoder depth of 4 
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layers each, with skip connections incorporated. The U-Net with 

Attention, which integrated attention mechanisms, operated at a 

slightly reduced learning rate of 0.0008 over 60 epochs and used 

the same batch size and optimizer, but adjusted the L2 

regularization to 0.0005. The Deep U-Net marked a shift with a 

learning rate of 0.0005, extended training over 70 epochs, a 

smaller batch size of 16, and the Stochastic Gradient Descent 

(SGD) optimizer. Its depth was increased to 5 layers for both 

encoder and decoder, retaining the skip connections. Lastly, the 

U-Net w/o Skip operated without skip connections and worked 

with a learning rate of 0.0005 for 60 epochs, a batch size of 16, 

and L1 regularization at 0.0007, while using the Adam optimizer 

and keeping a 4-layer depth for both encoder and decoder. These 

diverse setups provided a comprehensive understanding of the 

model's versatility and effectiveness under different conditions, 

emphasizing the pursuit of optimal osteoporosis detection. Figure 

2 and 3 shows the Bone mass and fracture risk identified by the 

proposed work 

IV.3 EVOLUTION OF LOSS METRICS ACROSS EPOCHS 

The depicted visualizations offer a comprehensive 

understanding of the model's evolution throughout its training 

epochs, elucidating the optimization trajectory. The figure 4 

"Training Loss Over Epochs" delineates the model's performance 

on the training dataset across successive epochs. Commencing 

with a loss of 0.45 at the outset (10th epoch), there is a consistent 

decrement, ultimately reaching a value of 0.09 by the 100th 

epoch. This pattern signifies the model's effective adaptation to 

the training data, optimizing its internal parameters for better 

predictive accuracy. In juxtaposition, the "Validation Loss Over 

Epochs" graph portrays the model's performance on the validation 

dataset. Starting from a loss value of 0.42 at the 10th epoch, it 

converges to the same 0.09 value by the 100th epoch as observed 

in the training loss. The congruence between the trajectories of 

the training and validation losses is indicative of the model's 

capacity to generalize well, suggesting it is not merely overfitting 

to the training data. To offer a more granular perspective, the 

"Training and Validation Loss (Early Epochs)" visualization 

encapsulates the initial 50 epochs. In this primary phase, the rapid 

decrement in both training and validation losses is evident, 

emphasizing the model's swift learning curve during the early 

stages of training. The close alignment of these trajectories 

highlights the model's balanced learning approach. Conversely, 

the "Training and Validation Loss (Later Epochs)" focuses on the 

latter half, from the 51st to the 100th epoch. Here, the decline in 

loss values is more tempered and gradual, indicating that the 

model is approaching its optimal performance threshold. The 

consistent overlap of the training and validation loss trajectories 

in this phase underscores the model's stability. In summary, these 

visualizations chronicle the model's progression from its nascent 

learning stages to its matured optimization. The parallelism 

observed between training and validation losses throughout the 

epochs affirms the model's robustness, underscoring its potential 

utility in real-world osteoporosis detection endeavors. 

 

 

 
Figure 4: Evolution of training and validation loss over epochs. 

Source: Authors, (2024). 
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Table 4: Comparative Performance Metrics of Different Model Variants. 

Model Variant Dice Coefficient Sensitivity Specificity ROC AUC Fracture Risk Score (MSE) 

Basic U-Net 0.86 0.82 0.89 0.87 4.5 

U-Net with Attention 0.89 0.85 0.91 0.90 4.1 

Deep U-Net 0.88 0.84 0.90 0.89 4.3 

U-Net w/o Skip 0.83 0.78 0.86 0.84 5.2 

Source: Authors, (2024). 

 

 
Figure 5: Comparative Performance Metrics of Different Model Variants. 

Source: Authors, (2024). 

 

Table 5: Data Augmentation Analysis. 

Augmentation Technique Dice Coefficient Sensitivity Specificity ROC AUC 

None 0.86 0.82 0.89 0.87 

Rotation 0.87 0.83 0.90 0.88 

Elastic Deformation 0.88 0.84 0.90 0.89 

Brightness & Contrast 0.86 0.81 0.88 0.86 

Combined (All) 0.89 0.85 0.91 0.90 

Source: Authors, (2024). 

 

 
Figure 6: Data Augmentation Analysis. 

Source: Authors, (2024). 
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IV.4 COMPARATIVE ANALYSIS OF U-NET MODEL 

VARIANTS FOR OSTEOPOROSIS DETECTION 

The Table 3 provides a comprehensive evaluation of 

various model variants in the context of osteoporosis detection. 

The Basic U-Net demonstrated a Dice Coefficient of 0.86, which 

signifies its accuracy in segmenting fracture-prone regions, along 

with a Sensitivity of 0.82 and Specificity of 0.89. Its overall 

diagnostic capability, represented by the ROC AUC, was 0.87, 

and the model's Fracture Risk Score, measured via Mean Squared 

Error (MSE), was 4.5. On the other hand, the U-Net with 

Attention, which integrates attention mechanisms, outperformed 

with a Dice Coefficient of 0.89, Sensitivity of 0.85, Specificity of 

0.91, ROC AUC of 0.90, and a reduced Fracture Risk Score 

(MSE) of 4.1. The Deep U-Net, characterized by its enhanced 

depth, displayed metrics closely trailing the attention model, with 

a Dice Coefficient of 0.88, Sensitivity of 0.84, Specificity of 0.90, 

ROC AUC of 0.89, and an MSE of 4.3. Lastly, the U-Net w/o 

Skip, devoid of skip connections, exhibited a Dice Coefficient of 

0.83, Sensitivity of 0.78, Specificity of 0.86, ROC AUC of 0.84, 

and the highest Fracture Risk Score (MSE) of 5.2. These results 

collectively offer a clear perspective on the efficacy of each 

model, aiding in the selection of the optimal architecture for 

osteoporosis-related tasks as shown in Figure 5. 

IV.5 IMPACT OF DATA AUGMENTATION ON 

MODEL PERFORMANCE 

The Table 4, labeled "Data Augmentation Analysis," 

details the influence of various data augmentation techniques on 

the performance metrics of the osteoporosis detection model. 

When no augmentation techniques are applied, the model's 

performance metrics stand as follows: a Dice Coefficient of 0.86, 

which indicates how well the model segments or identifies 

regions of interest; Sensitivity of 0.82, representing its ability to 

correctly detect osteoporosis cases; Specificity of 0.89, signifying 

its accuracy in identifying non-osteoporosis cases; and an ROC 

AUC of 0.87, reflecting the model's overall ability to distinguish 

between the two classes. Introducing rotation as an augmentation 

technique, which entails varying the orientation of the images, the 

model's performance shows a slight uptick. The Dice Coefficient 

improves to 0.87, Sensitivity increases to 0.83, Specificity is at 

0.90, and the ROC AUC reaches 0.88. This suggests that the 

model becomes more adaptable to different orientations of the 

bone scans. With elastic deformation, which involves applying 

non-linear distortions to the images to mimic real-world 

variations, the model's metrics experience further enhancement. 

The Dice Coefficient is 0.88, Sensitivity stands at 0.84, 

Specificity remains consistent at 0.90, and the ROC AUC 

improves to 0.89. These results indicate that the model becomes 

more robust to unique and varied bone scan patterns. 

Adjusting image brightness and contrast tests the resilience of the 

model to different imaging conditions. The metrics here are a 

Dice Coefficient of 0.86, Sensitivity of 0.81, Specificity of 0.88, 

and an ROC AUC of 0.86. These results are somewhat 

comparable to the non-augmented model, suggesting that 

brightness and contrast changes might have a minimal impact on 

osteoporosis detection in this context. However, when all the 

augmentation techniques are combined, the model demonstrates 

peak performance. The Dice Coefficient is the highest at 0.89, 

Sensitivity achieves 0.85, Specificity reaches 0.91, and the ROC 

AUC is at its zenith at 0.90. This underscores the significance of a 

multifaceted augmentation strategy in refining the model's 

detection capabilities. In essence, this table reaffirms the 

importance of data augmentation in training deep learning 

models, highlighting how each technique contributes differently 

to model performance as shown in Figure 6. 

 

IV.6 EFFICIENCY AND COMPUTATIONAL DEMANDS 

The Table 6, titled "Hardware, Training Time, Model Size, 

and Efficiency," presents a comparative assessment of different 

U-Net model variants in terms of their computational resources 

and performance metrics. The Basic U-Net model, when trained 

on the Nvidia V100 GPU, took approximately 15 minutes per 

epoch. The size of the trained model was 80 MB, making it 

relatively lightweight. Despite this, its inference time, which is 

the time taken to generate a prediction on a new sample, was 

commendably short at 45 milliseconds. Moving to the U-Net with 

Attention model, also trained on the Nvidia V100 GPU, there was 

a slight increase in training time to 17 minutes per epoch. This 

could be attributed to the additional attention mechanisms 

incorporated into the model. The model's size also increased to 90 

MB, possibly due to the additional parameters from the attention 

layers. However, this added complexity resulted in a slightly 

longer inference time of 50 milliseconds. The Deep U-Net model, 

characterized by its increased depth and layers, naturally required 

more training time. On the Nvidia V100 GPU, it took about 20 

minutes per epoch. This added depth also increased the model 

size to 95 MB. As expected with the deeper architecture, the 

inference time was slightly higher, clocking in at 55 milliseconds. 

Lastly, the U-Net w/o Skip model, which lacks the skip 

connections typical of U-Net architectures, was trained on the 

Nvidia V100 GPU and took 14 minutes per epoch. This model 

was the most lightweight, with a size of 75 MB, which might be 

due to the absence of skip connections and their associated 

parameters. The inference time for this model was the fastest 

among the variants, at 40 milliseconds. In summary, the table 

sheds light on the trade-offs between model complexity, training 

time, model size, and inference speed. While deeper or more 

complex models might offer better performance, they could also 

require more training time and computational resources, which 

are crucial factors to consider in real-world applications. 

 

Table 6: Hardware, Training Time, Model Size & Efficiency. 
Model 

Variant 

GPU 

Used 

Training Time 

(per epoch) 

Model 

Size 

(MB) 

Inferen

ce Time 

(ms) 

Basic U-Net 
Nvidia 

V100 
15 minutes 80 45 

U-Net with 

Attention 

Nvidia 

V100 
17 minutes 90 50 

Deep U-Net 
Nvidia 

V100 
20 minutes 95 55 

U-Net w/o 

Skip 

Nvidia 

V100 
14 minutes 75 40 

Source: Authors, (2024). 

 

IV.7 DISCUSSION 

In the realm of osteoporosis detection, the EFR-Net has 

showcased the transformative potential of integrating deep 

learning with medical imaging. While conventional techniques 

stagnated at an accuracy of 75%, our U-Net-based model 

remarkably elevated this benchmark to 89%. This 14% 

enhancement, beyond its numerical significance, holds profound 

clinical implications, promising a reduction in undetected 

osteoporosis cases and, consequently, preventing potential 

Page 140



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 133-142, November./ December., 2024. 

 

 

fractures and associated health complications. The success of 

EFR-Net can be attributed to the intrinsic strengths of the U-Net 

architecture, adept at capturing and refining intricate image details 

essential for precise osteoporosis segmentation. Moreover, the 

integration of varied data augmentation techniques has further 

bolstered the model's robustness, ensuring superior generalization 

across diverse and unseen bone scans. As we celebrate these 

advancements, it's pivotal to recognize areas of potential 

enhancement. Future iterations could explore integrating more 

advanced attention mechanisms, leveraging transformer 

architectures, or expanding dataset diversity to achieve even more 

nuanced predictions. In essence, EFR-Net underscores a 

promising trajectory for osteoporosis care, bridging 

computational innovations with tangible clinical benefits. 

 

V. CONCLUSIONS 

Osteoporosis remains a significant medical challenge, with 

conventional imaging techniques providing limited accuracy in 

fracture prediction. This study introduced EFR-Net, a U-Net-

based deep learning model tailored for enhanced osteoporosis 

fracture detection. EFR-Net's design, anchored on its unique 

formula 𝐴𝑛 = 𝐹𝑝 𝑋 𝐷𝑐 + 𝑁𝑟 , has proven to be a transformative 

approach in osteoporosis diagnostics. Drawing from a robust 

dataset of 10,000 bone scans, our model surpassed traditional 

methods by a noteworthy margin. Not only did it achieve an 

impressive accuracy of 89%, marking a 14% improvement from 

the conventional 75%, but it also demonstrated a marked 

reduction in false negatives, a metric of paramount importance in 

medical diagnosis. The significance of this research is twofold. 

First, it underscores the potential of deep learning, particularly the 

U-Net architecture, in advancing the field of medical imaging. 

Second, it offers a tangible solution to the pervasive challenge of 

osteoporosis fracture prediction. The equations provided, from 

characterizing bone density to quantifying model efficacy, serve 

as a testament to the synergy between mathematical rigor and 

computational innovation. In closing, EFR-Net stands as a beacon 

of progress in osteoporosis-related fracture prediction. By 

bridging cutting-edge computational advancements with clinical 

imperatives, it paves the way for more accurate, efficient, and 

reliable osteoporosis diagnostics in the future. 
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The recent growth in car use and population have been identified as potential drivers of 

municipal traffic congestion, particularly in emerging nations with inadequate road 

networks. In Nigeria, for example, traffic wardens and traffic lights are prominent traffic 

control measures used to ease traffic congestion at major road intersections. However, stress, 

public anger, and rash traffic signal judgements restrict the effectiveness of these tactics, 

resulting in delayed mobility, decreased transit times, and a climate disaster. Recent 

solutions have emphasized emerging technologies like the Internet of Things (IoT), 

Artificial Intelligence (AI), and Artificial Neural Network (ANW). Consequently, an 

efficient use of these technologies can provide a sustainable future for city traffic 

management in Sub-Saharan African. This model seeks to develop a low cost internet-of-

things traffic surveillance system to improve vehicles mobility on a Nigerian closed campus. 

The goal is to alleviate the academic community's problem of peak-hour traffic congestion 

by delivering real-time traffic updates. 
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I. INTRODUCTION 

 Smart mobility has long been regarded as a critical driver 

of a country's economic progress. Global traffic issues are growing 

as urbanization [1], population expansion [2], [3], and vehicle 

numbers increase [4], [5]. For a variety of reasons, countries have 

begun to focus on strategies such as smart traffic management 

(STM) and traffic efficiency (TE), with a special emphasis on 

African countries.The major purpose of these initiatives is to close 

the supply-demand imbalance in the transportation network, 

making cities more sustainable in terms of vehicle mobility. This 

includes projects like a smart transport system (STS), which 

minimizes traffic while also giving real-time traffic updates. For 

decades, a significant difficulty for Nigeria's transport sector has 

been a lack of smart transport infrastructure, with bad road 

networks, inefficient public transport, and primitive traffic control 

systems dominating most cities. Efforts to revitalize the 

transportation sector have failed due to economic, political, and 

policy challenges. Unfortunately, as shown in Figure.1, traffic 

congestion has been increasing across the country, despite efforts 

to relieve the situation by recruiting traffic wardens and utilizing 

the traditional traffic signal system. These efforts have not resulted 

in noticeable advances over time. Consequently, the number of 

automobiles on Nigerian roads has expanded dramatically, while 

traffic infrastructure has not kept up. As a result, traffic numbers 

have expanded dramatically, resulting in reduced mobility rates, 

shorter transit times, greater fuel prices, and higher carbon 

footprints. However, there is an increasing emphasis on using 

disruptive technology (IoT) to address this societal issue. Although 

IoT is not a new technology, its concept remains largely unexplored 

in several developing countries. The Internet of Things (IoT) is a 

revolutionary technology concept that has changed the way 

humans interact with devices and systems. It provides real-time 

internet connection between people and physical infrastructure in 

smart cities. This connection opens up new possibilities in a variety 

of applications, including, healthcare [6], smart energy meters [7], 

smart home automation [8], smart cities [9], smart libraries [10], 

mailto:okakwu.ignatius@oouagoiwoye.edu.ng
mailto:https://orcid.org/0000-0003-1876-073X?subject=mailto:https://orcid.org/0000-0003-1876-073X
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smart bins [11-13], smart parking [5], [14], [15], and smart vehicles 

[16].  

 

Figure 1: (i) Congestion in Lagos's metropolitan area caused by a 

traditional traffic light control system b) The typical traffic pattern 

in a Nigerian city. 

Source: [17]. 

 In recent years, a number of traffic control schemes have 

been presented that use various communication and surveillance 

technologies to automate and manage municipal traffic congestion 

and provide solutions to the limitations of traditional traffic signal 

systems. Firdous et al. developed a fuzzy logic-based traffic 

controller to reduce queue length and wait time. Combines fog 

computing and IoT technology to reduce traffic congestion and 

detect accidents in real time. Hilmani employed a camera and an 

automated traffic system to measure traffic density and optimize 

traffic patterns by [18]. Presented an IoT-enabled vehicular traffic 

monitoring system for car sharing in smart cities [19]. Also features 

a real-time traffic detection algorithm based on IoT sensors for 

different road users [20]. The proposed strategy reduces vehicle 

density. Developed an online traffic controller based on Raspberry 

Pi and IoT to monitor the traffic density and present users with the 

optimum path for [21]. Presented an A-IoT-based traffic control 

scheme to improve vehicle mobility and emergency exits. The 

strategy employs several IoT devices to identify, monitor, control, 

and update traffic congestion as well as detect accidents in real time 

[22]. Employed a bylnk web server application, IoT, and AI to 

prioritize emergency vehicles including fire trucks, ambulances, 

and armed cars, as well as deal with life-threatening occurrences 

[23-26]. LachiReddy et al [27], used an IoT-enabled traffic 

controller to monitor vehicle congestion. Infrared sensors are also 

built into the design to detect vehicle movement. Talukder et al 

[28], used an Internet of Things-enabled traffic monitoring system 

to track traffic congestion at an intersection. The model includes an 

SMS notification system based on an Android mobile application 

to keep clients aware of traffic conditions and to aid drivers in 

selecting the best route.[29], presented sensor-based solution to air 

pollution at the traffic signal. The model uses smart sensors like 

gas and temperature sensors to sense and monitor toxic gasses 

including CO2, CO, smoke and NH3. [30], highlights the 

significant contribution smart mobility in in future transformation 

of road infrastructure and also provides smart technologies to 

enhance sustainable solution for a connected future. 

The main contributions of this study are summarized as follows. 

• An IoT-based intelligent traffic surveillance system is 

proposed. 

• Real-time monitoring of intersection traffic congestion is 

proposed. 

• The proposed model  uses web and mobile apps to inform 

drivers of regions with traffic congestion. 

• The proposed model increases vehicle mobility and 

emergency response by giving real-time information. 

•  Real-time SMS alerts for traffic updates. 

II. MATERIALS AND METHODS 

The proposed methodology for the system is structured into 

two main parts namely; system hardware and system software as 

shown in Figure.2.  

 

Figure 2: Proposed Design Methodology. 

Source: Authors, (2024). 

 As illustrated in Figure.3, the system hardware 

incorporates sensors, an Arduino controller, a Wi-Fi module, and 

light-emitting diodes (LEDs) to detect, automate, and establish 

communication between different levels of IoT. The Arduino 

controller serves as the primary controller, controlling all data 

communication and transmissions throughout the system, while the 

NodeMCU (ESP 8266), a system-on-chip, establishes a 

communication link between the sensor module and web server. 

This module improves real-time traffic data updates and data 

mining. The ultrasonic sensor (HCSR04) detects motion and 

estimates the distance based on sound waves. It is primarily used 

in this study as motion identification measurement. Three 

ultrasonic sensors strategically placed at the T-intersection detect 

automobile activity. Hence, the Arduino controller establishes data 

communication between the sensors to monitor traffic congestion 

at each junction. In addition, three LEDs are included in this design 

to convey traffic status via a digital display. A vehicle is a mobile 

machine made up of different model, used to transport passengers 

or payload. Vehicles are of different types including wagons, 

bicycles, motor cars, motorcycles, trucks, ambulance, and buses. 
The sensors identify levels of traffic congestion in these vehicles 

and wirelessly upload the data to a cloud server for traffic analysis. 
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Figure 3: System hardware components (a) Arduino Uno, (b) 

NodeMCU, (c) Traffic light, (d) Ultrasonic sensor, (e) Battery, (f) 

4 segment Display module, and (g) Vehicle. 

Source: Authors, (2024). 

A. System Software 

 The proposed model's core software includes an IDE, 

Arduino Fritzing, and a web-server application, and the proposed 

traffic mode code is written in the Arduino C language and runs on 

the Arduino integrated development environment (IDE). 

Furthermore, the entire system schematic diagram is built and 

simulated in Arduino fritzing software, which allows users to edit, 

change, and upload code straight to the Arduino board. The 

Arduino code implements the following commands: (a) writing 

Arduino C code for the ultrasonic sensors; (b) Automating traffic 

light signals; (c) establishing a communication link between the 

web server and the Wi-Fi module; (d) establishing a 

communication link between the Wi-Fi module and the sensor 

module; (e) developing Arduino C code for SMS notification; and 

(f) developing Arduino C code for the Arduino controller. 

controller. 

B. Method 

 The proposed IoT traffic system (IoTTS) serves as a 

sustainable solution to address the issues of traffic congestion often 

experience daily at T-intersection at OOU campus. 

 

 
Figure 4: Location of Olabisi Onabanjo University. 

Source: Google Map, (2023). 

 

 The system uses three ultrasonic sensors located at varied 

distances to determine traffic density at each junction. Each 

junction uses HCSR04 sensor to detect traffic levels. Furthermore, 

when a vehicle enters the detection zone, the sensor detects the 

vehicle movement and calculates the traffic level at each junction 

based on the predefined distance at each junction. The first sensor 

node is held at 15 meters, the second at 55 meters, and the third at 

100 meters. Hence, the sensors at each intersection assess the 

traffic density inside the detection zone to ensure accurate traffic 

level monitoring; once the traffic exceeds the sensor detection 

zone's threshold, the Arduino checks the traffic density level to 

allocate priority to the high-traffic intersection. The Arduino 

controller assigns low when the first sensor output is low, medium 

when the second and third sensors are high, and high if all sensor 

outputs are high.  The Arduino controller adjusts signal timing 

based on traffic density. Low, medium, and high traffic intensities 

are given periods of 15, 30, and 45 seconds, respectively. Table 1 

depicts the traffic density of the three sensors' conditions. 

Furthermore, the traffic management authority uses the web to 

obtain information and regulate traffic flow in real time, allowing 

road users, particularly drivers, to receive real-time updates.  The 

traffic light and four-segment digital display show the traffic signal 

and timing. Figure 4 depicts the system schematic diagram. 

Table 1: Sensor’s Traffic Density. 

Scenairo 

Sensors States at the junction 
Traffic 

Level S1 S2 S3 

J1 J2 J3 

A 1 0 0 L 

B 1 1 0 M 

C 1 1 1 H 
L=Low, M= Medium, H= High 

Source: Authors, (2024). 

 
Figure 5: Proposed traffic surveillence system using IoT. 

Source: Authors, (2024). 

III. SYSTEM ARCHITETURE 

Figure 5 displays the proposed system's three-tier Internet-

of-Things infrastructure. The sensing layer detects and collects 

data via devices, sensors, and actuators. In this layer, the main 

controller communicates with the sensors and actuators to detect, 

collect, process, and transmit data via network connectivity. The 

network layer employs wireless technology to create a 

communication link between the sensing layer and the internet. 

The application layer handles data analysis and traffic congestion 

level processing. This layer is in charge of monitoring traffic 

congestion and updating traffic data. 
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Figure 6: System Architecture. 

Source: Authors, (2023). 

 

 
Figure 7: (a) Prototype set up test with sensor 1, (b) Prototype set 

up test with the sensor 2,(c) Prototype set up test with sensor 

3,(d) Prototype set up test with sensor 3, (e) Prototype set up test 

with sensor 2, (f) Prototype set up test with sensor 1. 

Source: Authors, (2024). 

 Figure 6 depicts the model's prototype, which integrates 

several hardware and software components. These components 

were assembled, programmed, and tested to ensure their 

functionality 

IV. RESULTS AND DISCUSSIONS 

A-Performance Analysis 

Table 2: Traffic decision based on priority. 

Case J1 J2 J3 
Traffic Decision 

 

1stp    2ndP   3rdP 

Junction 

sequence 

1 H H L J1 J2 J3 J1 J2 J3 

2 H H M J1 J2 J3 J1 J2 J3 

3 H L L J1 J2 J3 J1 J2 J3 

4 H L M J1 J3 J2 J1 J3J2 

5 H M H J1 J3 J2 J1 J3J2 

6 L M L J2 J1 J3 J2 J3 J1 

7 H H H Normal 

Normal 

Normal 

J1 J2 J3 

8 M M M J1 J2 J3 

9 L L L J1 J2 J3 

Source: Authors, (2024). 

 Six independent prototype snapshots were shown to 

demonstrate system functionality at various levels. In addition, 

data from ultrasonic sensors are used to calculate traffic density. 

This data is saved on the cloud, shown in real time, and used to 

offer real-time updates to road users via text message. Table 2 

depicts various traffic density levels and junction sequences. The 

traffic density rating ranges from 1 to 3 to represent the priority 

of the intersection. However, intersections with high traffic 

density are prioritized over others, whereas junctions with equal 

traffic density are treated equally. Furthermore, the ultrasonic 

sensors transmit vehicle traffic density data to the main 

controller, allowing it to make traffic decisions based on 

junction priority.  

 time management and minimizes road congestion, as seen 

by the system's 3.7 user rating average. Table 6 compares the 

proposed system's performance to previous studies. n addition, in 

terms of cost, we application, SMS notification, and traffic density 

monitoring, the proposed system improve previous solutions. It 

also features a priority-based decision-making strategy. 

 

 

Table 3: Traffic evaluation of the  IoTTS and CTS. 

Traffic 

Modes 
J1 J2 J3 

Green light ON 

(sec) 

Time 

savings(%) 

Congestion H H H 135 25 

Normal H M L 90 50 

busy M M M 90 50 

Free L L L 45 75 

Standard All Levels 180 None 

The standard mode indicates fixed timing for operating the conventional traffic 
light system CTS 

Source: Authors, (2024). 

 Table 3 compares the traffic performance of the proposed 

system to the current traffic system (CTS). Four traffic modes are 

compared to CTS's normal mode of operation.  The CTS uses 

predetermined time for making traffic signal decisions. The 

integration of IoT with road intersection saves about 75% more  

time than the current traffic system. The time savings ranging from 

25% to 75 %.  According to the findings, using IOTTS could save 

time.  A 4-point Likert scale questionnaire with a score range of 1 

to 4 was used as an additional statistical check to measure how well  

the proposed system performed. As shown in table 4, the highest 

scale indicates the number of people who strongly agree that the 

proposed system performed satisfactorily, while the lowest scale 

signifies the number of people who strongly disagree with the 

proposed system’s performance. The questionnaire evaluation and 

user distribution rank are shown in Table 5. According to the 

assessment results, around 90% of the users were satisfied with the 

proposed system's design, while 5% were unsatisfied. IOTTS 

improves  

Table 4: 4-point likert scale. 

Point Scale range Explanation 

4 4.00 - 3.00 Strongly agree 

3 2.99 – 2.00 Agree 

2 1.99 – 1.00 Diagree 

1 1.00 – 0.99 Strongly diasgree 

Source: Authors, (2024). 
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Table 5: Design Assessment Data. 

Source: Authors, (2024). 

 

Table 6: Performance evaluation of the proposed system with existing studies. 

Performance metrics Reference[29] Reference[23] Reference[16] Reference[28] Proposed System 

System costs Expensive Cheap Cheap Cheap Relatively Cheap 

Technology IoT IoT RFID RFID IoT 

Web Application No No No No Yes 

SMS Nortification No No No No Yes 

Network Connectivity Wi-Fi GSM No No Wi-Fi 

Traffic Density 

Monitoring Application 
No No No No Yes 

Junction Priority No No No No Yes 

Automation Smart Smart Smart Smart Smart 

Source: Authors, (2024). 

B-Economic Analysis 

 The proposed system costs are assessed to determine their 

economic viability and to provide a clear roadmap for mass 

production of the model. The total system costs are shown in Table 

6. The proposed unit price is ($19.74), which translates to (N16, 

576) in Nigerian currency. This suggests that the designed model 

is more cost-effective and budget-friendly than existing solutions. 

 

Table 7: Table title. 

System conponenets Unit price ($) 
Number of 

components 

Amount 

($) 

Arduino Uno 7.91 1 7.91 

NodeMCU module 2.46 1 2.46 

LEDs 0.03 9 0.27 

Ultrasonic sensors 1.36 3 4.08 

Battery 3.58 1 3.58 

Display module 0.48 3 1.44 

Total   19.74 

Source: Authors, (2024). 

V. FUTURE OUTLOOK 

 Recent advancements in artificial intelligence (AI) and 

machine learning have the potential to improve real-time traffic 

patterns and prediction. Such an AI system can be implemented 

into the prototype to aid in future decision-making. In the future, 

the proposed system could be upgraded with the cameras, global 

positioning system (GPS), radars, and other modern sensors to 

collect traffic congestion data. Furthermore, integrating the 

suggested system with public transportation will improve the 

smooth and efficient transportation network, accurate prediction 

times of the transit system, and reduced waiting times. A highly 

interesting future path of this work may be found in the energy-

efficient and sustainable techniques of minimising the energy 

consumption of traffic signals and signs.  Using renewable energy 

sources such as solar or hybrid systems, on the other hand, would 

boost efficiency and provide a more sustainable traffic 

management system. Furthermore, big data and data mining are 

emerging technologies that can help transportation planners 

optimise traffic routes by improving infrastructure monitoring. 

 

V. CONCLUSIONS 

 

 This study proposes a priority-based technique for 

minimizing traffic congestion at road intersections. The proposed 

model seeks to develop a low-cost Internet of Things-enabled 

traffic surveillance system in order to increase vehicle mobility. 

The system uses a three-tier Internet of Things architecture to 

detect, collect, process, and transmit data via network connectivity. 

An Arduino Uno was utilized as a core controller to assign 

priorities and make traffic decision at the intersection. In addition, 

the system was linked to a web server to give real-time traffic data 

and updates via smartphones and internet-enabled devices. The 

proposed strategy enables traffic management authorities to 

regulate traffic flow in real time while also providing road users 

with real-time updates, resulting in route optimization. 

Furthermore, economic and performance assessments highlight 

that the proposed system is superior to the current method in terms 

of mobility, efficiency, time management, and system costs.  

Therefore, shifting to intelligent, technologically driven traffic 

would help revolutionise the traffic management sector, especially 

in emerging nations. 
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Poloxamer-407, a surfactant and emulsifier commonly used in pharmaceutical formulations, 

has attracted attention as a potential contributor to increased lipid levels in the body based 

on in vivo research. A systematic review was conducted in January 2023 to examine the 

mechanisms by which poloxamer 407 contributes to the development of hyperlipidemia in 

in vivo studies published between 2010 and 2022, yielding 1240 results. Study selection was 

done using the PRISMA method. Manual screening, quality assessment, and data extraction 

from the search results were rigorously conducted in accordance with inclusion and 

exclusion criteria. Seventeen identified studies showed a correlation between the use of 

poloxamer 407 and a significant increase in blood lipid levels, creating conditions of 

hyperlipidemia. The significance of these findings lies in a deeper understanding of the 

potential side effects of poloxamer 407, especially in the context of human health. Its 

implications can guide further developments in the use of this compound or similar 

chemicals in pharmaceutical formulations. Therefore, this research provides a foundation 

for further studies that can detail the long-term impacts, underlying mechanisms, and 

possible mitigation strategies to manage side effects associated with the use of poloxamer 

407. 
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I. INTRODUCTION 

Poloxamer 407 is a nonionic surfactant, commonly used in 

pharmaceutical formulations and biomedical research due to its 

unique properties. It is a triblock copolymer composed of 

poly(ethylene oxide)-poly(propylene oxide)-poly(ethylene oxide) 

(PEO-PPO-PEO), which imparts its amphiphilic nature and self-

assembling behavior [1-3]. Poloxamer 407 has been extensively 

studied for its applications in drug delivery systems, tissue 

engineering, and as a solubilizer and stabilizer in pharmaceutical 

formulations [4]. 

However, recent studies have raised concerns regarding the 

potential adverse effects of Poloxamer 407 on lipid metabolism and 

its role in inducing hyperlipidemia in vivo. Hyperlipidemia is a 

condition characterized by elevated levels of lipids, such as 

cholesterol and triglycerides, in the bloodstream. It is a major risk 

factor for cardiovascular diseases, including atherosclerosis and 

coronary artery disease [5]. 

Studies investigating the effects of Poloxamer 407 on lipid 

metabolism have demonstrated its ability to disrupt the balance of 

lipids in the body. In animal models, administration of Poloxamer 

407 has been shown to increase serum levels of total cholesterol, 

low-density lipoprotein (LDL) cholesterol, and triglycerides, while 

reducing high-density lipoprotein (HDL) cholesterol levels [6]. 

These changes in lipid profile closely resemble the dyslipidemic 

pattern observed in hyperlipidemia [7]. 

One proposed mechanism for the hyperlipidemic effects of 

Poloxamer 407 involves its disruption of the integrity of cell 

membranes, particularly in hepatocytes [8]. This disruption can 

lead to increased release of lipids into the bloodstream, 

contributing to elevated lipid levels [9]. Additionally, Poloxamer 

407 has been shown to inhibit the activity of lipoprotein lipase, an 

enzyme responsible for the breakdown of triglyceride-rich 

lipoproteins [10]. 

The implications of Poloxamer 407-induced hyperlipidemia 

are significant, especially considering its widespread use in 



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 149-153, November./ December., 2024. 

 

 

pharmaceutical formulations and biomedical research. It highlights 

the need for caution when utilizing Poloxamer 407 in drug delivery 

systems and emphasizes the importance of assessing its potential 

effects on lipid metabolism [11]. 

This review aims to provide a comprehensive evaluation of 

the current literature on the relationship between Poloxamer 407 

and hyperlipidemia in in vivo studies. By examining the available 

evidence, this review will contribute to a better understanding of 

the potential risks associated with the use of Poloxamer 407 and 

help guide future research and development efforts in the field. 

 

II. METHODS 

The systematic review methodology aims to identify and 

summarize research articles related to the use of Poloxamer-407 in 

treating metabolic syndrome. The systematic review is conducted 

using the Preferred Reporting Items for Systematic Reviews and 

Meta-Analyses (PRISMA) method [12] to ensure the process is 

transparent and reported accurately. 

II.1 DATA SOURCES 

Literature search was conducted using the keywords: 

Poloxamer-407, in vivo, rats, and hyperlipidemia. International 

databases were sourced from references or literature published on 

PubMed, NCBI, MDPI, Web of Science, and Springer, using 

connectors such as "and" or "or." 

II.2 STUDY SELECTION 

The study selection was conducted using the PRISMA 

flow diagram (Figure. 1). Search results were evaluated 

sequentially based on titles and abstracts. Inclusion criteria 

included: 1) publications in English, 2) literature published from 

2010 to 2022, 3) literature related to hyperlipidemia, 4) involving 

only Poloxamer-407. Excluded literature comprised publications 

before 2010, non-English publications, literature unrelated to 

hyperlipidemia, and other Poloxamer variants. Selected literature 

was filtered for duplicates. 

 
Figure 1: Flow chart for article selection. 

Source: Authors, (2024) 

II.3 DATA EXTRACTION 

He matrix method was then employed to aid in 

summarizing and critiquing the selected studies. This matrix 

includes author (year), country, subject, dosage and method, key 

findings, as presented in Table 1. Data analysis was conducted by 

amalgamating relevant source references and adequate literature, 

facilitating data collection by providing sufficient understanding 

and explanation 

III. RESULTS AND DISCUSSION 

III.1 RESULT 

Poloxamer copolymer, sometimes known as Poloxamer 

407, is a hydrophilic non-ionic surfactant commonly used in 
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various pharmaceutical and cosmetic formulations. Poloxamer 407 

is a triblock copolymer consisting of two hydrophilic polyethylene 

glycol groups flanking a hydrophobic polypropylene glycol main 

group [13]. 

However, some studies have revealed that P407 can cause 

adverse side effects, including hyperlipidemia [14]. In this review, 

we will discuss and analyze findings from in vivo studies 

evaluating the relationship between P407 and the development of 

hyperlipidemia in experimental animals. 

Animal-based studies on hyperlipidemia with the 

administration of Poloxamer-407 (P407) are presented in the table 

1.  

 

Table 1: Characteristics and key findings of selected articles (n=17). 

AUTHOR, (YEAR) COUNTRY SUBJECT 
DOSAGE AND 

METHOD 
KEY FINDINGS 

Hetal et al, 2013 [15] Canada Male Sprague Dawley rats Single IP of 0.5 and 1g/kg 
↑TC, ↑TG, ↑LDL, ↓HDL, and ↑leptin, 

↓adiponektin 

Thomas et al, 2012 [16] Kansas City Male Sprague Dawley rats Single IP of 0.3 g/kg ↑TC and ↑HMG-CoA reductase activity 

Yeom et al, 2018 [17] 
Republic of 

Korea 
Male Sprague Dawley rats Single IP of 0.4 g/kg ↑TC, ↑TG, ↓HDL, and ↑LDL 

Ruchel et al, 2016  [18] Brazil 
Male Wistar 

Rats 
Single IP of 0.5 g/kg ↑TC, ↑TG, ↓HDL, and↑ LDL 

Korolenko et al, 2013 [19] Russia Male CBA mice 
IP of 0.5 g/kg twice per 

week for 1 month 
↑TC, ↑TG, ↓HDL, and ↑LDL 

Susana et al, 2017 [20] Spain 

Male Golden 

Syrian 

Hamsters 

Periodically IP of 50 

mg/kg every 72 h until 4 

and 30 days 

↑Lyso-PLs, ↓NEFAs, ↑TC, ↓HDL, 

↑LDL, ↓LCAT, ↓sPLA2-IIA, 

↑PON1 

Leon et al, 2016 [21] Canada Male mice IP of 0.5 g/kg 

ACAT2 protein expression were not 

altered by P-407, ↑ LDL, ↑CL, ↑TG,  

↑HMG-CoA 

reductase activity 

Kumar et al, 2021 [22] India Male Wistar rats Single IP of 0.5 g/kg 

↑HOMA-IR index, ↑TG, ↑CL, ↓FRAP, 

↓GSH, ↑PMRS, ↑AGE,  ↑MDA, ↑PCO, 

↑AOPP, ↓PON-1, ↑TNF-α and ↑IL-6, 

↑SGPT and ↑SGOT 

Jardan et al, 2021 [23] 
Saudi 

Arabia 
Male Wistar rats Single IP of 1 g/kg ↑CYP3A, ↑TG, ↑CL, ↑LDL 

Manzoni et al, 2020 [24] Brazil Male Wistar rats Single IP of 0.5 g/kg 
↑MDA, ↓SOD, ↓GST, ↓CAT, ↑ALT, 

↑AST, ↑LDL, ↓HDL, 

Zanwar et al, 2014 [25] India Male Wistar rats Single IP of 0.5 g/kg ↑TC, ↑TG, ↓HDL, ↑VLDL 

Yeom et al, 2018 [17] 
Republic of 

Korea 
Male Sprague Dawley rats Single IP of 0.4 g/kg 

↑TC, ↑TG, ↑ LDL, ↓HDL, ↑SREBP-2, 

↑HMG-CoA 

reductase activity 

Omari et al, 2016 [26] 
Republic of 

China 
Male Sprague Dawley rats Single IP of 0.5 g/kg 

↑TC, ↑TG, ↑ LDL, ↓HDL, ↓SOD, 

↓GSH-PX, ↑MDA, ↑ALT, ↑AST 

Ruchel et al, 2017 [18] Brazil Male Wistar rats 
Single IP of 0.5 g/kg 

 

↑TC, ↓HDL, ↑ LDL, ↑AST, ↑ALP, 

↑ALT 

Park et al, 2016 [27] 
Republic of 

Korea 

Male C57BL/6NTacSam 

mice 

Single IP of 0.5 g/kg 

 

↑TC, ↑TG, ↑ LDL, ↓HDL, ↑FAS, ↑ACC, 

↑SREBP-2, ↑HMCR, ↑LDL, GAPDH, 

↑SREBP-1c 

Zuberu et al, 2017 [28] Nigeria Male Wistar rats 
Single IP of 0.5 g/kg 

 
↑TC, ↓HDL, ↑LDL, ↑AST, ↑ALP, ↑ALT 

Manzoni et al, 2020 [29] Brazil Male Wistar rats 
Single IP of 0.5 g/kg 

 

↑TC, ↓HDL, ↑LDL, ↑AST, ↑ALP, 

↑ALT, ↓SOD, ↓CAT, ↓GST 

Source: Authors, (2024). 

 

 

III.2 DISCUSSIONS 

The Effect of Poloxamer-407 on Lipid Profile 

Several in vivo studies have been conducted to evaluate the 

influence of P407 on lipid profiles in experimental animals. For 

instance, research conducted by Korolenko et al. (2013), using rats 

as an animal model, indicates that intravenous administration of 

P407 can elevate the levels of total cholesterol and triglycerides in 

the rats' blood [19]. Similar results were also reported by Naik et 

al. (2013), who found that oral administration of P407 to rabbits 

led to a significant increase in low-density lipoprotein (LDL) 

concentrations and plasma triglycerides [30]. 

The Mechanism of Inducing Hyperlipidemia by Poloxamer-

407 

The mechanism of hyperlipidemia has been investigated in 

numerous in vitro and in vivo experiments [31]. Currently, it is 
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possible to induce hyperlipidemia in test animals in various ways. 

Hyperlipidemia can be triggered by certain chemicals, but only 

when consumed over an extended period and gradually over time 

[32]. One such substance is Poloxamer 407 (Pluronic®-M 127, P-

407), which has been shown to significantly increase plasma 

triglyceride and cholesterol levels in several animal species, 

including rats [33], [34], mice [35-37], and rabbits [38]. Studies by 

Wasan et al. (2003) suggest that P407 can disrupt lipid metabolism 

by inhibiting the activity of lipoprotein lipase (LPL), which plays 

a role in breaking down lipoproteins and transporting triglycerides 

[39]. Another study by Leon et al. (2006) indicates that P407 can 

affect the expression of genes involved in lipid metabolism, 

including increased expression of genes regulating cholesterol 

synthesis in the liver [40]. One of the most intriguing 

hyperlipidemia models is P407, with a mechanism marked by 

increased TG levels due to: (1) inhibition of lipoprotein lipase; (2) 

increased TC levels due to indirect stimulation of 3-hydroxy-3-

methylglutaryl coenzyme A reductase (HMG CoA reductase) 

activity, a rate-limiting enzyme in TC biosynthesis; and (3) reduced 

LDL receptor expression in all cholesterol-producing cells [41]. 

The P407 animal model can be influenced by the choice of: (1) 

various rodent species [20], [38], [41-43], (2) dose concentrations 

ranging from 300 mg/kg to 1500 mg/kg body weight [44], with the 

latter dose being preferred for mild hyperlipidemia; and (3) 

depending on the desired outcomes [45], either single treatment or 

chronic treatment [8], [20], [44], [46] via intraperitoneal (IP) 

injection. 

 

Comparison with Other Studies 

In addition to the studies mentioned above, several other 

studies have also reported the hyperlipidemic effects of P407 in 

experimental animals. For instance, Johnston et al. (2004) 

conducted a similar study using a rat model and found that P407 

could also increase the levels of free fatty acids in the blood, which 

is a significant risk factor in the development of hyperlipidemia 

[47]. This finding aligns with the research by Johnson et al. (2010), 

indicating that P407 can influence the activity of adipose lipase 

enzymes, responsible for breaking down fats in adipose tissue [48]. 

 

IV. CONCLUSIONS 

The findings from the discussed in vivo studies indicate that 

P407 has the potential to induce hyperlipidemia in experimental 

animals. The clinical implications of these findings need to be 

seriously considered, especially in the context of P407's use in 

pharmaceutical and cosmetic formulations. Furthermore, further 

research is required to understand the underlying mechanisms of 

the hyperlipidemic effects of P407 and to evaluate its potential 

risks in humans. 
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This study, utilizing full-potential linear muffin-tin orbital (FPLMTO) calculations within 

density functional theory (DFT), delved into the structural properties of zinc-blende 

GaAs1-xNx alloys. By varying the nitrogen concentration (x= (0.125, 0.083, and 0.063), we 

observed deviations from Vegard's law for lattice parameters and nonlinear behavior of the 

bulk modulus. The band gap bowing was primarily attributed to volume deformation 

effects, as elucidated by the Ferhat approach. Our findings demonstrate that the electronic 

and structural properties of GaAs1-xNx are strongly influenced by the nitrogen 

concentration. These variations present exciting opportunities for bandgap engineering and 

the design of wide-bandgap optoelectronic devices. 
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I. INTRODUCTION 

Dilute nitride alloys, such as GaAs₁₋ₓNₓ and GaSb₁₋ₓNₓ, 

have emerged as promising materials for infrared optoelectronic 

devices, particularly for telecommunications applications 

including solar cells [1], long-wavelength light-emitters (1.3 μm–

1.55 μm), and tunable photodetectors [2-8]. These alloys offer 

unique properties, notably a significant reduction in their bandgap 

energy, rendering them highly attractive for various applications 

[9-10]. This band gap reduction is primarily attributed to the 

incorporation of a small amount of nitrogen [11] (typically less 

than 5%) into III-V compounds [12-14]. This phenomenon, 

known as "bowing," is linked to the strong curvature of the 

relationship between alloy composition and bandgap energy that 

has been experimentally observed for some dilute nitrides such as 

GaPN [15], [16], InPN [17] and GaAsN [18]. The "bowing 

factor," a key characteristic of these materials, is influenced by 

factors such as the electronegativity and atomic radius of nitrogen 

compared to those of arsenic [19].  

While the band gap of a typical mixed compound exhibits 

a linear relationship with composition, as described by Vegard's 

law, certain materials, like GaNAs, GaInNAs, and GaNP, deviate 

significantly from this behavior, exhibiting a large band gap 

bowing with a bowing coefficient as large as 20 eV [20]. This 

anomalous decrease in band gap, often termed "large band gap 

bowing," has been extensively studied using theoretical and 

computational methods [21-32]. To gain a deeper understanding 

of the factors influencing this bowing effect, theoretical and 

computational methods have been extensively employed. 

However, the underlying mechanisms remain elusive. 

To explore the underlying causes of this bowing 

phenomenon, measurements and calculations on semiconductor 

alloys indicate that the band gap energy deviates from the linear 

behavior given by Vegard's law [33], termed 'large band gap 

bowing'. The magnitude of the bowing factor varies significantly 

among different alloys and its physical origins are not fully 

understood. Our phenomenological model aims to elucidate these 

factors by investigating the structural properties of III-V ternary 

alloys containing nitrogen in zinc blend structure. To better 

understand the physical origins of the large dispersion and 

composition-dependent bowing in A1_xBxC alloys, we have used 

our recently developed phenomenological model Ferhat [34], 

which has been shown to account successfully for the optical 

band gap bowing of III–V semiconductor alloys. 

This study investigates the impact of nitrogen 

incorporation on the gap bowing behavior of zinc-blende GaAs1-

xNx alloys. We will further explore the influence of nitrogen  

incorporation on this phenomenon. Full-potential linear muffin-
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tin orbital (FPLMTO) calculations within density functional 

theory (DFT) will be employed to systematically study these 

alloys over a range of compositions. 

The paper is organized as follows. The method is briefly 

commented in Section 2. Results are discussed in Section 3. 

Finally, in section 4 we summarize the main conclusions of this 

work 

II. COMPUTATIONAL DETAILS 

This study employed the extended FPLMTO (PLW) 

method [35-37] for its calculations. This method, capable of 

handling all types of structures, including open ones, describes 

the electron exchange-correlation energy using the local density 

approximation (LDA) [38] and the Perdew et al. [39] 

parameterization. The computations were performed using the 

lmtART computer code [38], [40], which expands the potential 

within the non-overlapping muffin-tin sphere in spherical 

harmonics and the s, p, and d basis functions in plane waves in 

the interstitial regions. Convergence of the calculations was 

achieved when the total energy reached an accuracy of 10-4 Ry. 

For the binary compounds under investigation, a cubic unit 

cell containing four atoms was considered. Each lattice site is 

occupied by two atoms: a gallium (Ga) atom located at the origin 

(0, 0, 0)a₀, and a nitrogen (N) or arsenic (As) atom positioned at 

(1/4, 1/4, 1/4)a₀ in the zinc blende structure (where a₀ is the 

lattice parameter for both binary compounds). 

Tetragonal unit cells of 16, 24, and 32 atoms were used for 

ternary systems with x=0.125, x=0.083, and x=0.063, 

respectively. A primitive cell was used for binary systems. 

The optical bandgap bowing (b) in a binary alloy system 

was analyzed by decomposing it into three contributions [34], 

[41]: volume deformation (VD), charge exchange (CE), and 

structural relaxation (SR). The VD term represents the response 

of binary compounds to pressure changes, the CE term relates to 

charge transfer at a = a(x), and the SR term describes the change 

in the ban dgap during relaxation.  

For a given average concentration of x, the ternary alloy exhibits 

the following reaction: 

 

(1 − x)GaAs(aGAS) + xGaN(aGaN) → GaAs1−xNx(aeq)     (1) 

 

Where aGaAs and aGaN are the equilibrium lattice 

parameters of the parent materials GaAs and GaN, respectively, 

the equilibrium lattice parameter of the ternary alloy GaAs1-x Nx 

varies with x.  

Equation (1) can be decomposed into three steps: 

 

GaAs(aGAS) + GaN(aGaN) → GaAs(a) + GaN(a)            (2) 

 
(1 − x)GaAs(aGAS) + xGaN(aGaN) → GaAs1−xNx(a)      (3) 

 

GaAs1−xNx(a) → GaAs1−xNx(aeq)                          (4) 

 

The first step quantifies the impact of volume deformation 

on the bowing parameter by analyzing the relative response of 

GaN and GaAs to hydrostatic pressure. This is followed by 

considering the charge transfer between GaN and GaAs, and 

finally, the relaxation of the alloy's bonds. The overall bowing 

parameter is determined by summing up these three contributions. 

 

These terms were calculated for various concentrations 

(x=0.125, x=0.083, and x=0.063) to determine the total bowing 

effect at the direct energy gap E Γ Γ. The construction of  total 
bowing is: 

   𝑏 =  𝑏𝑉𝐷 + 𝑏𝐶𝐸 + 𝑏𝑆𝑅                               (5) 

Ferhat and Bechstedt proposed a model for the bandgap 

bowing parameter in the ternary GaAs1-xNx alloy [42]. This model 

posits that the bowing parameter is composed of three distinct 

contributions, each dependent on the nitrogen concentration (x), 

which was investigated for x = 0.125, 0.083, and 0.063 in this 

study. These contributions are defined by specific mathematical 

relationships [2, 3] 

 𝑏𝑉𝐷 =  
𝐸𝐺𝑎𝐴𝑠 (𝑎𝐺𝑎𝐴𝑠) − 𝐸𝐺𝑎𝐴𝑠 (𝑎)

1 − 𝑥
+

𝐸𝐺𝑎𝑁 (𝑎𝐺𝑎𝑁) − 𝐸𝐺𝑎𝑁(𝑎)

𝑥
        ( 6) 

 

        𝑏𝐶𝐸 =
𝐸𝐺𝑎𝐴𝑠 (𝑎)

1 − 𝑥
+

𝐸𝐺𝑎𝑁(𝑎)

𝑥
−

𝐸Ga1−𝑥N𝑥(𝑎𝑒𝑞)

𝑥. (1 − 𝑥)
                             (7) 

 

    𝑏𝑆𝑅 =
𝐸GaAs1−𝑥N𝑥(𝑎) − 𝐸GaAs1−𝑥N𝑥(𝑎𝑒𝑞)

𝑥. (1 − 𝑥)
                 (8) 

 

Where the equilibrium lattice constants of GaAs and GaN 

are represented by 𝑎𝐺𝑎𝐴𝑠  and  𝑎𝐺𝑎𝑁   respectively, and the 

equilibrium lattice constant of the alloy with the average 

composition x is represented by aeq. The energy gaps of the 

binary compounds GaAs and GaN are represented by 𝐸𝐺𝑎𝐴𝑠   and 

𝐸𝐺𝑎𝑁   respectively, and the energy gap of the alloy GaAs1-xNx for 

x=0.125, 0.083 and 0.063 is represented by E (GaAs1-xNx). 

III. RESULTS AND DISCUSSIONS 

In this section, we investigate the electronic properties of 

the parent binary compounds GaN and GaAs, as well as their 

ternary alloys, by computing their band structures using our 

calculated lattice parameters. 

The total energy of each binary compound and the ternary 

GaAsN, as a function of volume, is depicted in Figures 1 through 

5. These plots visualize how the total energy of the systems 

changes when their volume is altered.  
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Figure 1: Total energy per molecule as a function of volume for  

GaAs using LDA calculation. 

Source: Authors, (2024). 
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Figure 2: Total energy per molecule as a function of volume for 

GaN using LDA calculation. 

Source: Authors, (2024). 
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Figure 3: Total energy per molecule as a function of volume for 

GaAs1-xNx (x= 0.063) using LDA calculation. 

Source: Authors, (2024). 
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Figure 4: Total energy per molecule as a function of volume for 

GaAs1-xNx (x=0.083) using LDA calculation. 

Source: Authors, (2024). 
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Figure 5: Total energy per molecule as a function of volume for 

GaAs1-xNx ( x=0.125) using LDA calculation. 

Source: Authors, (2024). 

To determine the equation of state, we fit our DFT total 

energy calculations, E(V), to the Murnaghan equation of state 

[43]: 

𝐸(𝑉) =  𝐸0 +
𝐵

𝐵(𝐵−1)
[𝑉 (

𝑉0

𝑉
)

𝐵0

− 𝑉0] +
𝐵0

𝐵0
′ (𝑉 − 𝑉0)         (9) 

 

where E0 is the energy at equilibrium volume V0, B0 is the 

bulk modulus, and B′ is its pressure derivative. By minimizing 

the total energy with respect to volume, we obtained the 

equilibrium lattice constant, bulk modulus, and its derivative for 

both binary and ternary compounds. These results are 

summarized in and Table I. 

 

Table 1: The structural parameters of the investigated compounds. 

V0 is the equilibrium volume per unit formula (V0= a0
3/4 for 

binary, V0= (c0 /a0). a0
3/4 for the tetragonal ternaries), a0 

represents the lattice constant for the binaries and ternaries, B is 

the bulk modulus and B’ is its pressure derivative. 

 

V0( 

Å3) 

 

a0 (Å
 3) c0/a0 B (GPa) 

B’ 

 

x = 0 

Exp 

Theoretical  

studies 

 

44.9

89 
 

5.646 

5.653[19], 

5.664[41] 
5.666[42], 

1 

68.699 

75.50[48] 
69.71[41], 

69.60[42], 

76.47[14] 

4.765 

4.28 [14] 

x = 1 

 

Exp 

 

Theoretical 

studies 

 

 

22.4

76 

4.480 

4.50 [43],  

[44] [46] 
4.46[45] 

4.48[48] 

4.50[10], 
4.56[49], 

4.55[47] 

1 

192.564 

 
190.932[45], 

206.9[44] 

 
189.488[10] 

4.963 
 

5.30[47]   

4.46[10] 

x = 0.125 
42.6

00 
5.544 2 73.701 4.556 

x = 0.083 
43.3
42 

5.576 3 71.788 4.798 

x = 0..063 
43.7

16 
5.592 4 71.935 4.789 

Source: a Ref [19], b Ref [14], c Ref [10], d Ref [41], e Ref [42], 

f Ref [43], g Ref [44] , h Ref [45] , i Ref [48] , k Ref [49].  
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Our calculated equilibrium lattice parameters for GaN and 

GaAs are 4.480 Å and 5.646 Å, respectively, exhibiting 

deviations of only 0.69% and 0.75% from the experimental values 

of 4.511 Å and 5.6535 Å [14], [50]. The computed bulk modulus 

for zinc-blende GaAs and GaN is in good agreement with 

experimental data and previous theoretical studies [14]. Notably, 

GaN demonstrates a lower compressibility compared to GaAs. 

 

 
Figure 6: Lattice constant versus nitrogen concentration x in 

GaAs1-xNx. 

Source: Authors, (2024). 

For a given nitrogen concentration, the ternary alloys 

exhibit nearly identical equilibrium lattice parameters, displaying 

a linear variation (Figure 6). 

 

However, a significant positive deviation from Vegard's 

law is observed for GaAs1-xNx, with an upward bowing 

parameter of -0.385 Å determined through polynomial fitting. 

This deviation is primarily attributed to the substantial size 

mismatch and lattice constant disparity between GaAs and GaN 

[33]. 

The bulk modulus of GaAs1-xNx deviates notably from a 

linear concentration dependence, exhibiting a downward bowing 

of 45.82 GPa. This disparity results in a considerable deviation in 

rigidity for all systems studied. Notably, an increase in nitrogen 

concentration within GaAs1−xNx correlates with a lattice parameter 

decrease and a bulk modulus increase, consistent with general 

trends observed in other III-V semiconductors and alloys [14], 

[51]. 
We began by calculating the band structures of the binary 

compounds GaAs and GaN. Both materials exhibited direct band 

gaps, with the valence band maximum (VBM) and conduction 

band minimum (CBM) located at the Γ point in the Brillouin 

zone. A comparison of our calculated bandgaps (0.206 eV for 

GaAs and 1.916 eV for GaN) with experimental values (1.52 eV 

for GaAs and 3.20 eV for GaN [14,51,52]) reveals an 

underestimation. However, given the focus of this study on 

qualitative trends rather than quantitative accuracy, this 

discrepancy does not significantly impact our conclusions. 
Subsequently, we calculated the band structures for the 

ternary alloy GaAs₁₋ₓNₓ and plotted the resulting gap variations 

(Fig. 7). A critical consideration when studying ternary alloys is 

the choice of unit cell. The unit cell employed in our calculations 

is a supercell, not a primitive cell. Consequently, the calculated 

band gaps may not always correspond to the true fundamental 

band gaps, which are typically obtained from calculations using 

primitive cells. This discrepancy arises from the zone folding 

effect inherent to supercell calculations. 

Normally, if one of the binary constituents has an indirect 

band gap, the supercell of the ternary alloy might exhibit a 

spurious direct band gap due to zone folding. However, in the 

present case, both GaAs and GaN possess direct band gaps at the 

Γ point. Therefore, zone folding is not expected to alter the 

fundamental gap nature of the ternary alloy. 

 

 
Figure 7: Gaps variation with the N fraction in the alloys. 

Source: Authors, (2024). 

 

For selected nitrogen concentrations (x = 0.0625, 0.083, 

and 0.125) within the dilute nitride regime, our calculations 

indicate direct band gaps located at the Γ point (Fig. 8, 9 and 10). 

However, as the nitrogen content increases from GaAs₀.₉₃₇N₀.₀₆₃ 

to GaAs₀.₈₇₅N₀.₁₂₅, a nonlinear variation in the Γ-Γ gap is 

observed. This behavior is similar to that reported for dilute 

nitride GaAsN alloys. Interestingly, the Γ-M and Γ-A gaps also 

exhibit nonlinear trends, with the Γ-M gap increasing while the Γ-

A gap decreases. This complex behavior is likely attributed to 

zone folding effects, as the quantum states at these high-

symmetry points are linear combinations of states from different 

high-symmetry points in the reciprocal lattice of the primitive 

cell. 

 

 
Figure 8: The band structure of the strained bulk GaAs0.937N0.063 

 alloy at a lattice parameter of a(x= 0.063). 

Source: Authors, (2024). 
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Figure 9: The band structure of the strained bulk GaAs0.917N0.083 

.alloy at a lattice parameter of a(x= 0.0873). 

Source: Authors, (2024). 

 

 
Figure 10: The band structure of the strained bulk 

GaAs0.875N0.125.alloy at a lattice parameter of a(x= 0.125). 
Source: Authors, (2024). 

 

The ternary GaAs₁₋ₓNₓ alloys exhibit a direct bandgap 

character with both the valence band maximum (VBM) and 

conduction band minimum (CBM) located at the Γ point in the 

Brillouin zone. A notable trend is the increase in bandgap energy 

with increasing nitrogen content (x). However, this variation is 

nonlinear, indicating a more complex relationship between 

composition and bandgap than a simple linear interpolation. 

Table 2 summarizes the calculated band gaps for the 

various samples. Our results indicate a strong dependence of the 

bandgap on nitrogen atom distribution within the supercell, 

highlighting the significant influence of nitrogen incorporation on 

the conduction band structure. Even small nitrogen concentrations 

(a few percent) can dramatically affect the electronic properties of 

GaAs. 

Table 2: The gap energies (in eV) between the upper VB and the 

lower CB of the zinc blende (ZB) of all the present binary and 

ternaries. 

 x=0 x =1 x= 0.063 x= 0.125 x=0.083 

Г- Г 0,239 1,916 0.298 0,229 0,221 

Г –X 1,918 4.717 1,987 1,993 1,999 

Г –M 2,642 6.606 0.555 0.354 0.933 

Г –Z -------- -------- 1.043 1.365 1.186 

Г –R 0,828 4.874 2.259 2.688 2.380 

Source: Authors, (2024). 

 

Our calculations reveal a pronounced sensitivity of the 

calculated band gaps to the spatial distribution of nitrogen atoms 

within the supercell. This observation underscores the critical role 

of nitrogen incorporation in modifying the conduction band 

structure. Even a modest nitrogen content of a few percent in 

GaAs can significantly perturb the electronic properties of the 

material. This sensitivity arises from the formation of localized 

electronic states associated with nitrogen atoms, which act as 

perturbations to the host GaAs lattice. These localized states can 

introduce new energy levels within the band gap, leading to band 

gap narrowing and altering the overall electronic structure. 

Consequently, the precise arrangement of nitrogen atoms within 

the supercell has a substantial impact on the resulting band gap, 

highlighting the importance of considering configurational 

disorder effects in theoretical modeling of these materials. 

According to the model proposed by Van Vechten and 

Bergstresser [29], the electronegativity difference between 

constituent atoms is a critical factor influencing the degree of 

disorder within an alloy system, which in turn affects the 

bandgap. In the case of GaAs₁₋ₓNₓ, the varying electronegativity 

between Ga, As, and N atoms results in different degrees of 

disorder for different alloy compositions. This disorder 

contributes to the nonlinear behavior of the bandgap. 

To quantify the impact of disorder on the bandgap, we 

introduced the total curvature parameter (b) for the Γ-Γ transition. 

Our calculations summarized in the table 3 yielded values of 

12.52 eV, 18.56 eV, and 24.66 eV for GaAs₀.₈₇₅N₀.₁₂₅, 

GaAs₀.₉₁₇N₀.₀₈₃, and GaAs₀.₉₃₇N₀.₀₆₃, respectively. These 

values suggest a significant increase in disorder with decreasing 

nitrogen content. 

Another crucial factor affecting the bandgap is volume 

deformation (VD). Our calculations indicate that the contribution 

of VD to the total energy gap curvature parameter is substantial, 

especially for the GaAs₀.₉₃₇N₀.₀₆₃ alloy. This implies that the 

lattice expansion due to the incorporation of larger nitrogen atoms 

plays a dominant role in modifying the bandgap for this particular 

composition. 

 

Table 3: Calculated bowing parameters b for GaAs1-x Nx 

alloys. The contributions due to volume deformation (bVD), 

electronegativities (bCE), and structural relaxations (bSR) are  

also listed. All values are in eV. 

Composition x x= 0.125 x=0.083 x=0.063 

bVD 14.585 22.609 30.044 

bCE -2.195 -4.210 -5.447 

bSR 0.134 0.165 0.061 

b 12.525 18.564 24.662 

Source: Authors, (2024). 
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The significant role of volume deformation (VD) in 

contributing to the band gap bowing parameter is directly linked 

to the substantial lattice mismatch between the constituent binary 

compounds GaAs and GaN. In many alloy systems, the VD term 

is closely correlated with the overall volume of the unit cell, as 

represented by the lattice parameter (a). Consequently, the 

pronounced VD bowing parameter observed in GaAs₁₋ₓNₓ can be 

attributed to the considerable difference in lattice constants 

between GaAs and GaN. 

It is important to note that while charge exchange (ECB) 

can also influence bandgap bowing, its contribution is 

significantly smaller than that of VD in this system. This disparity 

is consistent with the relatively low ionicity of the constituent 

elements. 

Structural relaxation (bSR), which accounts for atomic 

displacements from ideal lattice positions, is found to have a 

minimal impact on bandgap bowing in GaAs₁₋ₓNₓ due to the 

limited lattice mismatch between the two binary compounds. 

This study primarily focused on nitrogen concentrations above 

7% (Figure 11). A comprehensive understanding of the bandgap 

bowing behavior at lower nitrogen levels would require further 

investigation. 

 

 
Figure 11: Curvature parameter variation b and the three 

contributions bVD, bCE, and bSR considering concentration x. 

Source: Authors, (2024). 

IV. CONCLUSIONS 

This study employed ab-initio FPLMTO calculations to 

investigate the structural properties of cubic and tetragonal 

Ga(As,N) alloys, focusing on the critical role of interstitial 

regions, to clarify the mechanism of the large band gap bowing  

of the dilute nitride semiconductors, we calculated band edge 

energies of GaAs₁₋ₓNₓ. 

Our findings indicate a complex interplay between volume 

deformation (VD), charge transfer (CE), and structural relaxation 

(SR) in determining the band gap bowing behavior of these 

alloys. 

For the majority of compositions studied, VD emerges as 

the dominant factor influencing band gap bowing, with CE 

playing a comparatively minor role. Structural relaxation effects 

(SR) were found to be relatively weak in these systems. 

Collectively, VD and SR, constituting the structural component, 

primarily govern the overall band gap bowing. 

It is important to note that the present investigation 

focused on nitrogen concentrations exceeding 7%. A 

comprehensive understanding of band gap bowing across the 

entire composition range would require further studies. 

These results provide valuable insights into the 

fundamental mechanisms underlying band gap bowing in 

GaAs₁₋ₓNₓ alloys, contributing to the development of more 

accurate theoretical models and facilitating the design of 

optoelectronic devices based on these materials. 
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The rise of digital technologies in manufacturing and industries, known as the fourth 

industrial revolution, has created both opportunities and challenges for businesses. To 

succeed in this era of "Industry 4.0," companies need to assess their digital maturity. 

Through this study, we analyze the global state of Industry 4.0 maturity, identifying 

industry-specific trends, challenges, and potential growth. Leveraging advanced machine 

learning techniques, including data analysis, prediction, and recommendations. The study 

explores the complexities and evolution of Industry 4.0. Additionally, we show how 

machine learning plays a pivotal role in this analysis, contributing to enhanced insights and 

decision-making capabilities. Our research aims to not only assess the current state but also 

forecast future roadmaps while providing tailored recommendations for enhancing maturity 

levels.  We aim to evaluate various machine learning based approaches for addressing these 

inquiries, focusing on Decision Tree, Support Vector Machine, and Random Forest models. 

We will choose the best performing model for our scenario. Initially, we use unsupervised 

learning through Hierarchical Clustering for grouping data, followed by data expansion. 

Subsequently, we employ supervised learning techniques, particularly Decision Tree, for 

descriptive, predictive, and perspective analysis. Among our recommendations for 

enhancing Industry 4.0 maturity levels, we advocate for extensive interventions, but 

exclusively for companies meeting predetermined criteria delineated within the decision tree 

node. Furthermore, we examine the influence of Lean on digital transformation. Through 

this interdisciplinary approach, our findings contribute to a deeper understanding of Industry 

4.0 evolution and offer practical insights for strategic decision-making in the era of 

digitalization. 

Keywords: 

Digital Transformation · Lean · 

Machine Learning · Industry 4.0 

maturity. Data Analysis · 

Maturity level prediction  
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I. INTRODUCTION 

The growth of Industry 4.0, often linked with the idea of 

the "smart factory" involves using high-tech tools like the Internet 

of Things (IoT), artificial intelligence (AI), advanced robots, 3D 

printing, and cloud computing in business operations. This shift 

completely changes how companies work and connect with their 

surroundings. It represents a new era in manufacturing marked by 

flexibility, creativity, and sustainability. 

According to [1], there are five main reasons why Industry 4.0 is 

so important and groundbreaking: (1) Businesses can adapt quickly 

to market changes thanks to automation, (2) It boosts innovation 

and productivity, (3) It puts consumers at production, demanding 

new skills, and (5) it is posited to foster sustainable prosperity by 
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leveraging modern technologies to address energy, resource, 

environmental, and socio-economic challenges. 

Therefore, companies aim to align with the emerging 

trend of Industry 4.0 to maintain competitiveness in the market. To 

achieve this, it is essential to assess current levels of maturity and 

develop a clear roadmap for improvement. 

 Thus, companies stand to gain valuable insights by 

determining factors for their maturity level within the context of 

Industry 4.0. More particularly, we assess whether a company with 

a high maturity level in Lean is better positioned to enhance its 

Industry 4.0 maturity for becoming an advantageous endeavor. In 

other words, the process of improving the maturity level of Industry 

4.0 could be smoother (quicker and less costly for the company) if 

it already has an established maturity basic level in this area. 

To the best of our knowledge, there hasn't been a study that 

specifically outlines the key factors affecting the maturity level of 

Industry 4.0. While many studies have examined the correlation 

between Lean production and Industry 4.0 [2], [3], [4] they often 

neglect to specify how the maturity level of Lean impacts that of 

Industry 4.0. 

 The authors of [4] interviewed several companies to 

investigate the relationship between Lean practices and Industry 

4.0. This investigation covered three main areas: Lean practices, 

Industry 4.0 technologies, and company performance indicators. 

The study revealed that combining Lean practices with Industry 4.0 

adoption leads to significant improvements in operational 

performance. Additionally, it was observed that Lean practices 

were prevalent in companies with high operational performance 

improvement, while the adoption of Industry 4.0 was not 

significantly associated with such improvements. Despite this, 

there was a notable linkage between Industry 4.0 adoption and 

Lean practice implementation. While this study emphasizes the 

relationship between Lean Production, Industry 4.0 and operational 

performance, it does not show a tailored roadmap and improvement 

recommendations to companies. This gap is, indeed, undertaken in 

our current paper.  

 An additional study in [3] designed a questionnaire to 

categorize companies based on their commitment to Lean 

practices. The study discovered that companies that are deeply 

committed to Lean practices approached digital transformation 

differently from those with lower commitments. As such, two 

distinct digital transformation patterns have been identified: the 

Sustaining pattern, characterized by gradual digitalization 

involving the entire company horizontally. And the Disruptive 

pattern, marked by significant digital investments with a vertical 

focus. This research underscores the importance of understanding 

different digital transformation strategies for practitioners and 

scholars. Although this article indicates the difference between 

companies with low Lean level and high Lean level in adopting 

industry 4.0 technologies.  

The contribution of other factors and their impact on 

industry 4.0 maturity level is not discussed.  

Our proposed model allows to identify and analyze these factors. 

As a result, our approach is characterized by its customized and 

dynamic nature, that is meticulously aligned with the unique 

objectives and needs of the company. 

 Going into more details, Artificial Intelligence (AI) is 

used to identify the critical factors influencing the maturity level of 

Industry 4.0, particularly by assessing the impact of Lean on it. We 

have opted for AI due to its ability to explore complex patterns, 

detect nonlinear relationships, and adapt to evolving data [5]. 

Moreover, AI enables us to develop predictive and prescriptive 

models to anticipate future trends and recommend strategic actions. 

In summary, our AI-based approach offers a powerful and 

adaptable solution for understanding and enhancing the maturity 

level of Industry 4.0 in businesses. 

 The aim of our study is to conduct an analysis of the 

primary factors influencing the enterprise maturity level on 

Industry 4.0. Additionally, we are seeking to ascertain whether the 

maturity level of an enterprise in Lean practices affects its maturity 

level in Industry 4.0. We will also explore the existence of maturity 

models specifically tailored for Digital Lean initiatives.  

 Furthermore, we intend to identify suitable machine 

learning methodologies to address these inquiries. First, we use an 

unsupervised ML technique for data clustering and data 

augmentation which is Hierarchal clustering. Then, we use 

supervised ML techniques for the analysis issue. We mainly 

explore Decision Tree, Support Vector Machine and Random 

Forest for predictive analysis and Decision Tree for descriptive and 

perspective analysis.   

 The rest of this paper is organized as follows. In Section 

2, we give a background and literature review regarding the 

addressed subject. Section 3 gives Dataset and methodology and in 

section 4, we represent results and discussion. 

 

II. BACKGROUND 

 Before delving into our research questions, it is pertinent 

to establish a comprehensive definition of a maturity model. 

Subsequently, we will provide an overview of prominent maturity 

models relevant to Industry 4.0, Lean methodologies, and ascertain 

the existence of maturity models focused on digital Lean 

transformations. To this end, we will discuss potential examples of 

machine learning tools that could be explored to analyze and 

identify the key factors influencing the maturity level of enterprises 

in Industry 4.0 initiatives. 

 

II.1 MATURITY MODEL 

According to [6], maturity models are commonly used to 

assess the current situation, identify and prioritize improvement 

measures, and monitor progress in a given domain. These models 

are designed as a set of levels or stages describing the development 

of the examined object in a simplified manner, as described by [7].  

Besides, the study in [8] highlights that maturity models 

allow us to define the current and desired levels of maturity along 

with corresponding improvement measures. In the same way, [9] 

describe maturity models as tools for continuous improvement and 

guides for organizations. 

While maturity models may vary in their structural design 

and application domains, they typically comprise two fundamental 

components to serve their intended purpose as given in [6], [8]: (1) 

a series of levels or stages, and (2) dimensions or capabilities. 

Dimensions serve as pivotal points in the evaluation 

process, with their selection tailored to the specific domain being 

assessed. Maturity models are inherently multidimensional. For 

example, in assessing the maturity of an enterprise in the context 

of Industry 4.0, considerations extend across various dimensions 

such as processes, personnel, and technology [10].  

Similarly, when evaluating enterprises based on the 

maturity of their supply chain, dimensions such as reverse logistics, 

collaboration, processes, technology, and sustainability come into 

play [11]. Thus, the choice of dimensions to be evaluated is 

contingent upon the specific domain under scrutiny. 

The authors of [6], [12], [8] classify maturity models into 

three categories based on their intended use:  
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- 1) descriptive, where the model is used to assess the 

maturity level of each dimension and the overall maturity level. 

Thus serving as a diagnostic tool to help companies focus on 

dimensions with mediocre maturity levels.  

- 2) prescriptive, where the maturity model provides 

guidelines in the form of a roadmap to help the company improve 

its maturity level.  

- 3) comparative, where the model allows for internal or 

external benchmarking with sufficient historical data from many 

assessment participants.  

We note that maturity models are often associated within 

readiness models. They behave like maturity models but focus on 

assessing how prepared systems are for change. These models start 

by understanding the current state of the system, which helps in 

getting ready for improvements. They evaluate where a system 

stands before it undergoes any transformation towards maturity 

[13]. 

II.2 MATURITY MODEL IN INDUSTRY 4.0 

In the context of Industry 4.0, maturity models play a 

crucial role. They help spread awareness of the concept and offer 

companies a better grasp of it. Additionally, they provide practical 

suggestions for implementing strategies to adapt to this 

transformative revolution. In this section, we focus on Industry 4.0 

maturity and some readiness models developed in the literature. 

Based on [13], maturity models are classified according 

two criteria: 

1) the nature of the model's maturity (SIMMI 4.0 model 

[14]) or readiness (DREAMY model [15], FORRESTER model 

[12]). 

2) the objective of the models: descriptive SIMMI 4.0 [14] 

and Impuls model [16], perspective models (the Connected 

Enterprise Maturity Model [17]), descriptive and perspective 

models (DREAMY model [15]), and finally comparative and 

perspective models.  

For each model, the authors present dimensions. It's worth 

noting that dimensions vary significantly from one model to 

another. For instance, the SIMMI model considers Vertical 

integration, Horizontal integration, Digital product development, 

and Cross-sectional technology Criteria. On the other hand, The 

Connected Enterprise Maturity Model proposes dimensions such 

as Information infrastructure (hardware and software), controls and 

devices (sensors, actuators, etc., that feed and receive data), 

networks (that move all this information), and security policies 

(understanding, organization, enforcement).   

Most models consist of five stages but with different 

labels. For example, SIMMI proposes these levels: Basic 

digitization level, Cross-departmental digitization, Horizontal and 

vertical digitization, Full digitization, and Optimized full 

digitization. While the Connected Enterprise Maturity Model 

proposes the levels: Basic digitization level, Cross-departmental 

digitization, Horizontal and vertical digitization, Full digitization, 

and Optimized full digitization. 

 Different methods are used to collect data for evaluating 

the maturity level, including an online self-assessment tool, a 

questionnaire combined with visits (Industrie 4.0 Maturity Index 

from ACATECH), and a general questionnaire, assisted by a third 

party (SIMMI 4.0). 

According to [10], Industry 4.0 maturity models from the 

literature cannot adapt to small and medium-sized enterprises. 

They proposed an Industry 4.0 maturity model specifically tailored 

for small and medium-sized enterprises.  

This model Comprises six dimensions and six levels. 

Based on the sub-dimensions, they developed a questionnaire and 

then they built a matrix to help them identify the gaps. 

 

II.3. MATURITY MODEL IN LEAN 

 Lean methodology is based on the principle of continuous 

improvement. Maturity models play a crucial role in this context. 

By evaluating the current maturity level of Lean, companies can 

identify the gaps which could be the targeted areas for 

improvement. Accordingly, the maturity level of Lean can undergo 

continuous improvement. 

 Referring to [18], the discussion encompasses 24 key 

models. Within this collection, several models stand out as Lean 

Construction Maturity Models (LCMMs), explicitly illustrating the 

concept of Lean Construction (LC) maturity and offering a 

structured approach to assess LC maturity. Additionally, there is a 

subset of models that clearly consider Lean Construction as a 

foundational element. Lastly, three models were identified that lack 

a direct link to LC maturity but incorporate Lean principles and 

their adaptability into their frameworks [19]. 

Besides discuss combining Building Information 

Modelling (BIM), which is a process for creating and managing 

information on a construction project, and Lean Management (LM) 

to make construction projects more efficient. They agree that using 

BIM and Lean together can reduce waste and improve project 

results [20]. 

 In addition, [21] presented LEAST which is a Lean 

Enterprise Self-Assessment Tool developed by an 

industry/government/academia team under the auspices of the 

Lean Aerospace Initiative (LAI). LEAST is organized into three 

sections:  

- Section 1: lean transformation/leadership,  

- Section 2: life cycle processes, 

- Section 3: enabling infrastructure.  

Each section is composed of multiple sub-sections and 

each sub-section contains multiple Lean practices. In total LEAST 

presents 54 Lean practices. For each practice, five maturity levels 

were assigned from level 1 (least capable) to level 5 (world class). 

Evaluating all the 2 will give the company a clear vision of its 

current state and the best way to prioritize the targeted areas for 

improvement measures.  

In their research, [22] introduced a Lean maturity model 

tailored for operational-level planning. The study emphasizes the 

criticality of organizations implementing a comprehensive 

enterprise-wide Lean transformation plan, such as LESAT-LAI 

(Lean Enterprise Self-Assessment Tool) developed by the Lean 

Advancement Initiative (LAI), as a foundational requirement for 

the proposed model's effectiveness.  

The model created has the dual capability of assessing 

both the degree of leanness and the effectiveness of Lean practices 

by evaluating Lean performance. The main purpose of this study is 

to develop a Lean maturity model adapted to the specifications of 

Manufacturing Cells.  

Data is gathered through a case study approach involving 

two Manufacturing Cells, allowing for an investigation of Lean 

maturity in a real-life context. Both quantitative and qualitative 

data are analyzed inductively to enhance the theoretical framework, 

interpret Leanness and performance results, and formulate overall 

measurements. 
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II.4. MATURITY MODEL IN DIGITAL LEAN 

 Combining both paradigms will require a new maturity 

model that takes into account the relationship between Lean and 

Industry 4.0. In the relevant literature, only few articles have 

presented the Lean 4.0 maturity model. While there are articles 

proposing a Lean-Based Maturity Framework integrating Building 

Information Modeling (BIM) to offer valuable project insights 

including lessons learned, value generation, and continuous 

improvement [19], [20]. The convergence of Lean principles with 

Industry 4.0 within a maturity model context appears to be scarcely 

explored. To the best of our knowledge, [23] is the only article, 

published in 2023, to introduce a digital Lean maturity model in 

this intersection.  

 Exploring further both paradigms, [23] proposed a 

maturity model based on Lean and Industry 4.0 synergy. The model 

consists of four key elements: strategic pillars, perspectives 

dimensions and maturity levels. The model comprises two main 

strategic pillars: Lean and Industry 4.0. These pillars serve as the 

fundamental concepts guiding the framework. Additionally, there 

are three key perspectives termed as the "Smart" components, 

which include processes, people, and products.  

These perspectives offer a holistic view of the 

organizational landscape. Moreover, the model defines maturity 

levels for both the strategic pillars, termed as strategic maturity 

levels, and the perspectives, termed as "Smart" maturity levels. 

This categorization aids in assessing the organization's progression 

within each aspect of the framework. 

To our knowledge, all existing maturity models (Lean, 

industry 4.0 and Lean 4.0 models) use an assessment matrix to 

evaluate current maturity levels and rely solely on these levels to 

identify areas for improvement. Our machine learning model 

bridges this gap by leveraging similar use cases. Instead of offering 

generic recommendations, our model provides tailored roadmaps 

specific to each company's characteristics to enhance their maturity 

levels. Put simply, we learn from others' experiences to avoid errors 

and benefit from their successes. Instead of just using formulas and 

rules, we look at real-life examples to create a roadmap and help 

companies on their journey. 

 

III. DATASET AND METHODOLOGY 

The flowchart depicting our study's methodology is 

illustrated in Figure 1. Initially, the process involves obtaining a 

reliable database. 

Due to the challenge of accessing databases containing real-

world use cases of Lean 4.0 projects, primarily due to 

confidentiality concerns, we utilized a limited dataset as provided 

in reference [24]. The database consists of 19 companies and 53 

attributes. Nevertheless, given the fact that we explore Machine 

Learning, a sufficient data amount should be provided to ensure 

obtaining an efficient model. Thereby, we use the segmentation-

based data augmentation technique to increase the size of the data 

from 19 to 274 companies. 

 

 
Figure 1: ML Workflow Chart. 

Source: Authors, (2024). 

 

Then, we verify the validity of our augmented data by 

calculating the percentage of maintained relationships between 

attributes in the generated data before incorporating it into our 

analysis. Before proceeding with predictive and perspective 

analysis, it is essential to select an appropriate model to ensure 

optimal results and insightful outcomes. This involved choosing 

the most suitable machine learning model that would effectively 

extract valuable insights from the data. This analysis process 

involves three key stages: 

1.Descriptive Analysis: Here, we examine the correlations 

between different attributes and investigate the factors that have the 

most significant influence on the maturity of Industry 4.0. 

2.Predictive Modeling: We utilize similar cases to predict 

the maturity level, leveraging predictive analytics techniques. 
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3.Perspective Enhancement: This stage involves offering 

customized and personalized recommendations aimed at enhancing 

the maturity level based on the insights gained from the analysis. 

The authors of [24] focused on the difference between the 

companies with Low Lean maturity level and those with high Lean 

maturity level in the adoption of I4.0 technologies. Leveraging the 

same dataset, we aim to construct a maturity model, manifested as 

a machine learning (ML) model, designed to aid companies in 

forecasting their maturity levels and furnishing tailored 

recommendations based on analogous cases.  

The contribution consists of: 1) Expanding the database 

using augmented data techniques to use in analyze phase; 2) 

Analyze the factors influencing maturity levels using machine 

learning tools; 3) optimize parameters of the model and 4) propose 

recommendations using decision tree. 

 

III.1. DETAILS OF THE DATASET 

The database (BD) presented in [24] consists of 19 use 

cases and 53 attributes. The companies involved in this study are 

confined to just two sectors: Machinery (M) and Metal Products 

(MP). These 19 companies fall into one of two categories: those 

with a Lean maturity level zero (0), indicating a low level of Lean 

maturity, and those with a Lean maturity level one (1), indicating a 

high level of Lean maturity. 

These attributes are classified into four dimensions: 1) 

Industry 4.0 technologies and maturity level; 2) Targeted area of 

industry 4.0 investments; 3) purpose and expected performance of 

industry 4.0 investments and 4) magnitude of industry 4.0 

investments. Each dimension has multiple sub-dimensions which 

are the variables of our model.  

In this database, the authors consider 4 maturity levels 

(table 1) to evaluate six I4.0 technologies: 1) IoT; 2) Industrial 

analytics; 3) Advanced human–machine interface; 4) Cloud 

manufacturing; 5) Additive manufacturing and 6) Advanced 

automation. These technologies serve as the sub-dimensions falling 

under the primary dimension of "Industry 4.0 Technologies and 

Maturity Level." 

Table 1: Maturity levels. 

Level 0 Not Applicable 

Level 1 Monitoring 

Level 2 Control 

Level 3 Control / Optimization Autonomy 

Level 4 Optimization Autonomy 

Source: [24]0. 

 

 In our study, we aim to assess the overall maturity level 

of the company by considering these different technologies. 

Therefore, we propose to replace the maturity level of each 

technology by an overall maturity level. This level is the weighted 

average of the maturity levels of the 6 technologies. The weights 

of each technology were defined in [25] using the Analytic 

Hierarchy Process (AHP) method. The weighting factors were 

assigned as follows:  

 

- IoT Maturity level: 15.9%  

- Industrial analytics Maturity level: 19.4%  

- Advanced human–machine interface Maturity level: 40.2%  

- Cloud manufacturing Maturity level: 11.7%    

- Additive manufacturing Maturity level: 3.7%  

- Advanced automation Maturity level: 3.2%  

- Simulation Maturity level: 5.3 % 

 

Here, we shall point out that these weights have been 

validated by calculating the consistency index of the related pay-

off judgmental matrix. The obtained ratio is 0.02 which ensures 

that judgments established for computing these weights are 

coherent since the default risk is inferior to 0.1 (a conventional 

threshold that is typically considered).   

Due to the absence of any mention of the "Simulation" 

technology in the responses gathered by [24] during their survey 

on technology investments, we propose excluding it from our 

analysis. In other words, since "Simulation" did not feature in the 

survey data, its value will be considered as 0. Thus, it will 

consequently be omitted from the equation used to determine the 

'Overall Maturity Level'. The degree of Industry 4.0 development 

depends on the level of advancement in Industry 4.0 technologies, 

as shown by equation (1): 

data ['Overall Maturity Level’] = 0.159 * data ['IOT-

Maturity Level'] + 0.194 * data ['Industrial analytics - Maturity 

level'] + 0.402 * data ['Advanced human–machine interface - 

Maturity level'] + 0.117 * data ['Cloud manufacturing - Maturity 

level'] + 0.037 * data ['Additive manufacturing - Maturity level'] 

+ 0.032 * data ['Advanced automation - Maturity level']  

  (1) 

 

To summarize, we have created a new column, 

['Overall Maturity Level'], in the data dataset. This new 

column replaces the six individual columns representing 

maturity levels in the six specified technologies. The value of 

['Overall Maturity Level'] is calculated as the weighted sum of 

the maturity levels across these six technologies, as previously 

described. 

 

III.2. DATA-SEGMENTATION BASED DATA 

AUGMENTATION 

The dataset suggested in [24] is insufficiently large to 

construct a highly effective machine learning model. It only 

consists of nineteen use cases. To address this limitation, we can 

employ data augmentation techniques to generate additional 

case studies, thereby facilitating the development of a more 

accurate model. 

The used approach customizes data augmentation to 

distinct data segments. It is fostering a more nuanced and 

effective learning process for machine learning models dealing 

with tabular data. It is valuable for tabular data due to its ability 

to preserve relationships and facilitate feature-specific 

augmentation. This technique is implemented through the 

following steps: 

1. Hierarchical Clustering: 

● Use hierarchical clustering to group data points into clusters 

based on their similarity. 

● The optimal number of clusters is determined using the elbow 

method (in this case, it's set to 3). 

2. Assigning Clusters: 

● Assign each data point to a cluster based on the results of 

hierarchical clustering. 

● This is done using the Agglomerative Clustering algorithm 

which is a bottom-up approach that starts by considering each 

data point as a single cluster and then progressively merges the 

closest pairs of clusters until only one cluster remains. 

3. Data Augmentation Function: 

Page 165



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 161-172, November./ December., 2024. 

 

 

● Define a function named augment_data that takes two 

arguments: data (the original dataset) and num_samples (the 

number of augmented samples to generate). 

● Create a copy of the original data to store augmented data. 

4. Loop Through Columns: 

● Iterate over each column in the dataset except for the target 

column and the cluster column. 

5. Augmentation Loop: 

● For each column, loop through num_samples times to 

augment data. 

● Randomly select a cluster from the clusters present in the 

dataset. 

● Extract the data points belonging to the selected cluster. 

● Randomly select one data point from the cluster. 

● Perturb the value of the selected column in the chosen data 

point by randomly choosing a value from the unique values of 

that column in the original dataset. 

● Append the augmented data point to the augmented dataset. 

6. Return Augmented Data: 

● Return the augmented dataset. 

Prior to proceeding to data augmentation, we cluster it 

with a view to obtain homogeneous partitions. This would be of 

interest to apply the data augmentation safely by preventing high 

intra-variance.  To do so, we referred to the Hierarchical 

clustering. According to [26], Hierarchical clustering is more 

suitable for categorical data. It also provides a hierarchical 

structure referred to as dendrogram that illustrates the 

relationships and the internal structure between clusters. This 

algorithm does not require the specification of the number of 

clusters in advance and can handle clusters of various shapes and 

sizes. 

As depicted in Figure 2, the dendrogram displays various 

clusters of companies based on their similarities. The vertical lines 

linking companies are proportional to the level of similarity 

between the connected companies. The shorter the line, the more 

similar the companies are. For instance, from Figure 2, we observe 

that companies 17 and 5 are the most similar. 

 

 
Figure 2: Dendrogramme des Entreprises : Analyse de Similarité 

et Clustering Hiérarchique. 

Source: Authors, (2024). 

We determined the number of clusters for our data using 

a method called the elbow method. This method involves plotting 

the within-cluster sum of squares (WCSS) against the number of 

clusters and looking for the point where the rate of decrease in 

WCSS slows down, forming an "elbow" shape in the plot. In our 

analysis, we observed that the elbow point occurred when we had 

three clusters. The next step consists of applying Data 

augmentation to each cluster.  

The subsequent step involves applying Data augmentation to each 

cluster. The augmented data size amounts to 274. 

Proposed a multivariate relationship analysis method to 

assess the fidelity of generated data compared to real data. This 

technique involves comparing Pairwise Pearson Correlation 

matrices between the real and generated data through heatmaps. A 

heatmap is a graphical representation of data where individual 

values are displayed using colors [27].  

 It is common practice to visualize the intensity or 

distribution of values across two dimensions, such as rows and 

columns in a matrix. By calculating the differences in correlations 

between the two datasets, the percentage of maintained 

relationships in the generated data is determined. If this percentage 

exceeds 0.6, the approach is classified as "Excellent"; between 0.4 

and 0.6, as "Good"; and below 0.4, as "Poor".  

In our case, the Percentage of numerical relationships 

maintained in generated data is 0.43 which means that our data 

augmentation approach is qualified as Good. This suggests that 

the generated data adequately preserves a substantial portion of 

the multivariate relationships observed in the real data. 

 

III.3. UTILIZED MODELS AND TECHNIQUES 

As shown in Figure 1, our analysis starts with descriptive 

analysis, then predictive analysis and finally perspective analysis. 

Each step from this process requires different techniques. For 

descriptive analysis, we selected Multiple Component Analysis 

(MCA) for multidimensional analysis and Heatmap.  

By using these methods, we attempt to meet two 

objectives. First, identify pertinent features to the maturity level 

analysis by retaining only one example of each highly correlated 

pair of features. This would be of interest to refine the data to be 

fed to the machine learning model and prevent any overfitting 

issue. Second, identify the linkages between features and the 

maturity levels of companies. This allows to emphasize 

improvements scopes for the least performing. ML models enable 

us to achieve predictive analysis objectives. 

In our scenario, we've opted for Decision Trees (DT), Random 

Forests (RF), and Support Vector Machines (SVM) to conduct our 

predictive analysis on forecasting the maturity level of a company. 

The selection of these specific ML models stems from their 

distinct strengths and suitability for the task at hand. 

1. Decision Trees (DT): is chosen for its simplicity and 

interpretability. It's adept at handling categorical and numerical 

data, making it suitable for diverse datasets. The technical steps 

involved in building a decision tree include: 

● Selecting the best attribute to split the data at each node, usually 

based on metrics like Gini impurity or entropy. 

● Recursively partitioning the data based on these attributes until 

a stopping criterion is met, such as reaching a maximum depth or 

purity threshold. 

2. Random Forests (RF): is an ensemble learning method that 

combines multiple decision trees to improve predictive 

performance and reduce overfitting. It's particularly useful when 
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dealing with high-dimensional data or datasets with a large 

number of features. The technical steps of RF involve: 

● Building multiple decision trees on random subsets of the 

training data (bootstrapping). 

● Aggregating the predictions of individual trees through voting 

or averaging to make the final prediction. 

3. Support Vector Machines (SVM): is chosen for its effectiveness 

in handling both linear and non-linear classification tasks. It works 

by finding the hyperplane that best separates different classes 

while maximizing the margin between them. The technical steps 

of SVM include: 

● Mapping the input data into a higher-dimensional space using a 

kernel function. 

● Finding the optimal hyperplane that separates the classes with 

the maximum margin or minimizing classification errors. 

By employing these models, we aim to leverage their 

unique capabilities to accurately predict the maturity level of 

companies. This predictive capability is crucial for strategic 

planning, as it empowers proactive decision-making to optimize 

processes and enhance overall maturity level. 

 

IV. RESULTS AND DISCUSSIONS 

IV.1. DESCRIPTIVE ANALYSIS 

It is important to note that our dataset contains categorical 

variables. Therefore, we have selected Multiple Correspondence 

Analysis (MCA) technique which is a useful technique for 

multidimensional analysis of categorical data [28]. This technique 

enables the condensation of a group of categorical variables into a 

limited set of independent variables known as principal 

components. These components optimally summarize the data 

given in [28]. 

Now, let’s explore the insights from the MCA graph 

(Figure 3): 

a) Companies on the Upper Right Side of the Plot (Near 

Company 11):  

The companies clustered closely together on the graph 

share remarkably similar characteristics, especially in their 

advanced industrial analytics, advanced automation, IoT, and 

human-machine interface maturity levels. What stands out is that 

they all show high levels of maturity in these areas, along with a 

significant use of extensive long-term interventions. This 

observation aligns with the conclusions drawn in reference [24]. In 

fact, it suggests that companies focusing on such interventions tend 

to have lower lean maturity levels but higher maturity in Industry 

4.0. Therefore, this alignment strengthens the conclusion that these 

companies indeed demonstrate heightened maturity in Industry 4.0 

technologies, backed by supporting evidence. 

b) Companies on the Upper Left Side of the Plot (Close 

to Each Other): 

This particular group of companies stands out as a 

cohesive cluster, evident from their close proximity on the 

individual-variable graph. Their distinguishing features include a 

preference for localized medium-term interventions, substantial 

investments in Industry 4.0 logistics, a modest maturity level in 

advanced automation (Level 0), and a leaning towards Lean 

principles. Our analysis suggests a correlation where companies 

with elevated Lean maturity prioritize logistics investments while 

demonstrating lower maturity levels in advanced automation. 

 
Figure 3: MCA Factor Map of Key Variables. 

Source: Authors, (2024). 

 

Now that we’ve explored the insights from the MCA 

graph, let’s transition to discussing the heatmap. Transitioning 

from the Multiple Correspondence Analysis (MCA) graph to the 

heatmap serves a crucial purpose in our analysis. While the MCA 

provides an overview of relationships between categorical 

variables, the heatmap allows us to delve deeper into specific 

interactions and correlations. By visualizing the data in a heatmap, 

we can identify patterns, dependencies, and potential areas of 

interest. [29] describes the Heatmap (correlation matrix) as a 

necessary input   for   others   who   may   wish   to reproduce (and 

confirm) a study’s results, as well as perform secondary analysis. 

In this study, we employ heat maps as a powerful tool for 

conducting descriptive analysis of our dataset. Heat maps offer a 

visually intuitive means of summarizing and exploring the 

distribution of quantitative variables within our data, allowing us 

to identify prominent patterns and trends. By representing data 

values with varying colors, heat maps provide immediate insights 

into the relative magnitudes and spatial relationships of different 

variables or observations. 

The heat map graph of Figure 4 provides a visual 

representation of the relationships between different variables in 

our dataset. These correlations offer several interpretations and 

insights into the factors influencing the overall maturity level of 

Industry 4.0 technologies. We summarize this into four factors:  

a) 'Overall Maturity level' – Industry 4.0 inves - 

Assembly: 0.57: 

The strong positive correlation suggests that 

organizations with higher levels of investment in assembly 

processes tend to have higher overall maturity levels in their 

Industry 4.0 technologies. This implies that a strategic focus on 

optimizing assembly operations through technology investments 

contributes significantly to the overall advancement of Industry 

4.0 capabilities. 

b) 'Overall Maturity level' - Quality -Governmental 

incentives: 0.46 / Overall Maturity level' - Productivity -

Governmental incentives: 0.42: 

The moderate positive correlations indicate that 

governmental support in the form of incentives for quality and 

productivity improvements is associated with higher overall 

maturity levels in Industry 4.0 technologies. Organizations that 

leverage such incentives may have access to resources or 

initiatives that facilitate the adoption of advanced technologies 
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and practices, leading to enhanced quality and productivity 

outcomes. 

c) 'Overall Maturity level' - Extensive interv - Long 

Time: 0.42: 

The correlation of 0.42 between the overall maturity level 

and extensive interventions over a long time suggests that 

companies investing in long-term interventions tend to have 

higher maturity levels in Industry 4.0. This aligns with findings 

from [24], where such companies demonstrated higher Industry 

4.0 maturity despite lower Lean maturity levels. In essence, 

sustained long-term efforts in adopting Industry 4.0 technologies 

positively impact overall maturity levels, indicating a strategic 

focus on digitalization and technological advancement over time. 

d) 'Overall Maturity level' – Flexibility -Improving waste 

detection: 0.01 / 'Overall Maturity level' - Industry 4.0 invest - 

processing: 0.01: 

The modest correlation between the "Overall Maturity 

Level" and the flexibility-improving waste detection suggests that 

companies prioritizing flexibility enhancements and waste 

detection in their industry 4.0 

 

 

 
Figure 4: Partial Heat map Focus (correlation matrix). 

Source: Authors (2024). 

 

 initiatives might not necessarily exhibit a high Industry 

4.0 maturity level. These factors seem to have limited influence on 

the overall maturity level. Similarly, the weak correlation between 

investment in processing and overall maturity level implies that 

decisions regarding processing investment may not significantly 

impact Industry 4.0 maturity. 

While analyzing the data, we observe that the “Lean” 

variable does not prominently appear among the influencing 

factors for the overall maturity level of Industry 4.0. Companies 

with Low Lean maturity level and High maturity level approach 

industry 4.0 differently. Despite these variations, the overall 

maturity level of Industry 4.0 remains consistent. In other words, 

although these companies implement Industry 4.0 differently, the 

overall maturity level shows only minor variations. 

In summary, while the “Lean” factor does not 

significantly influence the overall maturity level of Industry 4.0, it 

plays a crucial role in shaping the implementation approach. 

Companies may adopt different strategies, yet the overall maturity 

level remains relatively consistent across both low and high Lean 

maturity companies. 

IV.2. MODEL SELECTION 

All of these models we used have the same phases. They 

first go through feature engineering which consists of feature 

selection and data cleaning. Following feature engineering, the 

models undergo training using labeled data to learn patterns and 

relationships between features and the target variable. During the 

training phase, model parameters are optimized to minimize a 

predefined loss function. Once trained, the models are evaluated 

using validation data to assess their performance and fine-tune 

hyperparameters if necessary. Finally, the models are deployed to 

make predictions on unseen data, providing insights into the 

maturity level of companies based on their features. 

We chose Mean Squared Error (MSE), Mean Absolute 

Error (MAE), and R-squared (R2) score to evaluate the 

performance of our models because each metric offers unique 

insights into different aspects of model performance. MSE 

provides a comprehensive measure by penalizing larger errors 

more heavily, making it suitable for scenarios where large errors 

are critical. MAE, on the other hand, treats all errors equally, 
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offering a simpler and more interpretable measure of performance 

that is less sensitive to outliers. Lastly, R2 score allows us to assess 

the goodness of fit of the model by indicating how well the 

independent variables explain the variability of the dependent 

variable. Together, these metrics provide a well-rounded 

evaluation of model accuracy, robustness to outliers, and overall fit 

to the data. 

The MSE calculates the average of the squared errors 

(differences between predicted and actual values) [30]. The MAE 

represents the average absolute difference between the predicted 

values and the actual target values. Lower MSE and MAE (closer 

to zero) indicate better performing model. 

R2 score assesses how well our model performs by 

measuring the proportion of explained variance. As far as the 

R2_score value gets near to one a better model performance is 

retrieved. 

 

Table 2: Statistical performances of compared models. 

AI model 

Metrics 

Decision 

Tree 

Random 

Forest 

SVM 

MSE 0.033 0.036 0.033 

MAE 0.062 0.089 0.111 

R2_score 0.863 0.851 0.863 

Source: Authors, (2024). 

 

 As may be noticed from table 2, the Decision Tree model 

stands out as the most promising, demonstrating superior 

performance with an MSE of 0.033, MAE of 0.062, and an R2 

score of 0.863. We note that, beyond its exemplary performance in 

this context, the Decision Tree model offers additional advantages 

that further justify its selection. Decision trees are inherently 

interpretable, allowing for straightforward visualization and 

understanding of decision-making processes. They are also 

computationally efficient and less sensitive to outliers compared to 

other models like SVM. Moreover, Decision Trees naturally handle 

feature interactions and nonlinear relationships, making them well-

suited for datasets with complex structures. Hence, given its 

superior performance and inherent advantages, the Decision Tree 

model emerges as the optimal choice for this task, underscoring its 

versatility and efficacy in practical machine learning applications. 

 A Decision Tree is a machine learning technique that helps 

categorize (classification) or forecast values (regression). It divides 

data into sections based on their traits and assigns a label or predicts 

a value for each section. Key parameters for Decision Trees 

include:  

1. Split Criteria: Defines how to assess the quality of a data 

split. Common choices include "Gini impurity" and "information 

gain."  

2. Maximum Depth: Limits how deep the tree can grow, 

preventing excessive detail and reducing overfitting.  

3. Minimum Split Samples: Sets the minimum number of data 

points needed to divide a node, helping to prevent splitting based 

on too little information. 

4. Minimum Samples Leaf: Sets the minimum number of 

samples required for a node to be considered a leaf node (terminal 

node without any further splits). 

 With our Decision Tree model, we've carefully chosen 

parameters using grid search to optimize its performance. For the 

"min samples leaf" parameter, we initiated the numerical list in the 

grid search at 8. This decision reflects our commitment to creating 

a model that not only accurately captures patterns in the data but 

also ensures robustness, interpretability and generalization. By 

setting a minimum number of samples for each leaf node, we're 

encouraging the model to make decisions based on larger subsets 

of the data. This helps in extracting meaningful insights and 

interpretations from the decision tree, as we're analyzing patterns 

based on groups of data points rather than individual instances.  

The grid search examines many combinations of params and 

provides us with the optimal combination which refers to the best 

performing model (Table 3). 

 

Table 3: Best Hyperparameters of decision tree using Grid 

Search. 

Split Criteria Max_Depth 
Min_Sample

s_Leaf 

Min_Sample

s_Split 

Gini impurity None 8 2 

Source: Authors, (2024). 

 

 In summary, Random Forest and SVM are only useful for 

descriptive and predictive analysis. However, the Decision Tree 

allows us to make the three (3) analysis (descriptive, predictive, 

and perspective). Besides, the Decision Tree is performing better 

than the other models. As a result, the Decision Tree is the most 

suitable choice for our analysis. 

 

IV.3. PREDICTIVE ANALYSIS 

 After analyzing the key features, understanding the 

correlations and patterns in our data (Descriptive analysis), we can 

use these features for predicting the current maturity level of the 

company.  

 Figure 5 shows our Decision Tree model. Each node 

represents a question, and each branch corresponds to a response 

to that question [31]. Conceptually, we can view each node as a 

decision point. By traversing the tree and answering the questions 

at each node until reaching the last node, also called a leaf node, 

we can predict the maturity level based on the path followed. 

 To illustrate the application of the model, let's take the 

example of a case study (red circle in Figure 5). We start from the 

top of the decision tree (Figure 5). We observe that companies 

obeying the condition of the parent node (1st node) emphasize 

investments in Assembly. We move forward to the next node (2nd 

node), we go with companies that do not satisfy this condition. That 

means, companies who are not expecting Industry 4.0 performance 

improvements in Quality while also prioritizing enhancing data 

availability as an investment driver. For the next node (3rd node) 

we choose companies whose size exceeds 111. We reach the 4th 

node and observe that companies who are not adopting extensive 

interventions for long term tend to have an overall Industry 4.0 

maturity level around 1.176 (5th node = Leaf node). By following 

this decision path (red circle), we can predict the maturity level for 

companies sharing these same attributes and decisions, which in 

this case corresponds to 1.176. 

 

IV.4. PERSPECTIVE ANALYSIS 

Our goal is to increase the maturity level. By examining 

the nodes following the leaf we can pinpoint actionable decisions 

contributing to maturity enhancement. It's crucial to distinguish 

between contextual variables like size or sector and actionable 

decisions, as changing contextual variables might not be feasible. 

By following this methodology, companies can pinpoint precise 

interventions necessary for advancing maturity levels, thereby 

leveraging the Decision Tree as a practical recommendation tool 

for organizational improvement. 
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Taking the example of the company associated with the 

leaf node displaying an overall maturity level of 1.176. By bringing 

together all companies that meet the same conditions present in the 

parent nodes of this sheet, it is likely that they share a similar 

maturity level because they conform to the same characteristics. 

Based on our model and considering similar cases, it is 

recommended that these companies emphasize extensive 

interventions for long term to improve their industry 4.0 maturity 

level. This recommendation is substantiated by findings from [7]—

[24], who suggest that companies with low Lean maturity levels 

often require substantial interventions to foster significant 

improvements. 

By adopting this strategy, there is a high probability, based 

on other similar cases, that this company can increase their maturity 

level from 1.176 to 1.381.  

Furthermore, our analysis reveals a noteworthy 

observation: companies that neglect localized interventions exhibit 

a relatively lower maturity level of 0.755. However, by simply 

adopting localized interventions, this maturity level can be 

significantly enhanced to 0.876. This finding underscores the 

pivotal role of localized interventions in driving organizational 

maturity within the context of Industry 4.0. According to [7]—[24], 

companies that prioritize localized interventions typically 

demonstrate high levels of Lean maturity. This correlation suggests 

that by emphasizing localized interventions, companies not only 

enhance their Industry 4.0 maturity level but also align with 

established principles of Lean methodology. Therefore, integrating 

localized interventions into organizational strategies not only 

facilitates maturity enhancement but also fosters a culture of lean 

thinking and continuous improvement. Accordingly, it enables 

companies to position themselves for sustained success in the 

rapidly evolving landscape of Industry 4.0. 

 

 
Figure 5: Decision Tree based ML model for maturity prediction and enhancement. 

Source: Authors, (2024). 

 

Besides, these companies can also follow a second path 

“Time – improve waste detection” which can significantly increase 

their overall maturity level from 0.755 to 1.43.  

It indicates a crucial aspect influencing the maturity level of 

Industry 4.0 within the context of waste detection improvement. 

The presence of this column suggests that dedicating resources and 

efforts towards enhancing waste detection processes is pivotal for 

advancing Industry 4.0 maturity. This linkage between time-related 

performance improvement and waste detection aligns closely with 

Lean principles. 

In Lean methodology, waste detection and reduction are 

fundamental pillars aimed at maximizing value and efficiency 

while minimizing resources and time. By focusing on improving 

waste detection as an Industry 4.0 investment driver, organizations 

align with Lean principles by identifying and eliminating non-

value-adding activities or processes. The "Time –  

improve waste detection" column signifies an acknowledgment of 

the importance of time efficiency in waste detection efforts. Lean 

principles emphasize the elimination of waste to streamline 

processes and reduce lead times, thereby enhancing overall 

operational performance. 

To create a straightforward plan of suggested actions, we 

looked at the decision tree (Figure 5) and collected possible 

recommendations along with the conditions that trigger them, 

putting everything together in a single table (Table 4). 

Table 4 outlines the recommendations (Actions A1 to A6) 

corresponding to the conditions presented in the top section of the 

table (C1 to C12). It offers a customized roadmap of suggested 

actions for each company based on its features (conditions). In the 

table, 'Y' indicates that a condition is met by the company, 'N' 

indicates the opposite, and blank cells signify that the condition has 

no effect on the given actions. The recommended actions for each 

set of rules are denoted by 'X'. 
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Table 4: Recommendation table. 

Conditions 
Rules 

1 2 3 4 5 

C1 Are there Industry 4.0 investments in Assembly? Y Y Y N N 

C2 
Is Quality targeted for Industry 4.0 performance improvement, with governmental 

incentives as the investment driver? 
   Y N 

C3 
Is Quality targeted for Industry 4.0 performance improvement, with Enhancing 

data availability as the investment driver? 
Y Y N   

C3 
Is Time targeted for Industry 4.0 performance improvement, with Improving 

waste detection as the investment driver? 
N N    

C4 
Is Time targeted for Industry 4.0 performance improvement, with Improving 

waste detection as the investment driver? 
  Y   

C5 Is company size <=111.15    N  

C6 
Is Productivity targeted for Industry 4.0 performance improvement, with 

governmental incentives as the investment driver? 
    Y 

C7 
Is Efficiency targeted for Industry 4.0 performance improvement, with Enhancing 

data availability as the investment driver? 
N Y    

C8 Does the company refrain from adopting localized interventions?   N   

C9 Is the company implementing Extensive interventions for the long term?      

C10 
Is Time targeted for Industry 4.0 performance improvement, with Enhancing data 

availability as the investment driver? 
    N 

C11 Is company size <=527.35      

C12 Is the industrial sector Metal Products?      

Actions 1 2 3 4 5 

A1 
Target Industry 4.0 performance improvement using Time, with Improving waste 

detection as the investment focus. 
X X    

A2 Implement localized interventions. X     

A3 Implement extensive interventions for long term.   X   

A4 
Target Industry 4.0 performance improvement using Productivity, with 

gouvermental incentives as the investment focus. 
   X  

A5 
Target Industry 4.0 performance improvement using Time, with Enhancing data 

availability as the investment focus. 
    X 

A6 
Target Industry 4.0 performance improvement using Quality, with gouvermental 

incentives as the investment focus. 
    X 

Legend: Y: Yes, Empty case: Not Applicable, N: No, X: Recommended Action. 

Source: Authors, (2024). 

V. CONCLUSIONS 

This paper deals with the factors influencing the industry 

4.0 maturity level. To this end, we study the impact of lean maturity 

on Industry 4.0 maturity level. Besides, we explore maturity 

models and recommendations for digital Lean initiatives. 

Thus, the integration of machine learning (ML) models, 

particularly the Decision Tree algorithm offers significant utility. 

Primarily, it is noticed in the context of predicting and enhancing 

maturity levels. Our study showcases the effectiveness of ML 

models in accurately predicting Industry 4.0 maturity levels based 

on company characteristics. This provides actionable 

recommendations for improvement. By leveraging the Decision 

Tree model, we were able to forecast maturity levels. In addition, 

we identify key factors influencing organizational maturity and 

suggest targeted interventions for enhancement. This approach 

serves as a valuable tool within the framework of maturity models, 

enabling organizations to systematically assess their current state, 

identify areas for development, and implement tailored strategies 

for advancement. Moreover, the interpretability and transparency 

of Decision Trees make them particularly suitable for decision-

making processes in industry. They foster a deeper understanding 

of the underlying factors driving maturity levels. Overall, the 

utilization of Decision Trees, as decision support tools, offers a 

practical and efficient means of navigating the complexities of 

organizational maturity. Ultimately, Decision Trees facilitate 

informed decision-making and drive continuous improvement in 

industry practices. 

The current study was initially confined to a relatively 

small data set comprising 19 real-world use cases and focused only 

on two sector activities, namely Machinery and Metal Products. 

Future research could involve expanding the dataset to encompass 

a more extensive range of sectors and varying sizes of companies. 

Additionally, there exists an opportunity to explore alternative 

targets within the same database to inform strategic decision-

making processes. For instance, the columns representing targeted 

areas, such as processing and assembly, could be individually 

designated as targets to assess the feasibility. This enables the 

evaluation of potential benefits of investing in each area. 

Furthermore, by modifying the target variable in our model, 

insights into expected gains metrics like Return on Investment 

(ROI) could be achieved through survey-based approaches. This 

adaptation would facilitate a more comprehensive evaluation of the 

potential outcomes and benefits associated with different 

investment strategies. 

Example: 
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Permanent Magnet Synchronous Motors (PMSM) which are used in commercial 

applications, requires precise torque calculation, which is necessary for the intended control. 

Conventional Model Predictive Control (MPC) performance is hampered by model 

parameter mismatches and high computational demands, precise torque control often 

necessitates the knowledge of rotor speed and position, which are traditionally obtained 

using mechanical sensors. The paper proposes Feedforward Neural Network model to 

estimate the parameter for desired switching of inverter for accurate position of rotor in 

optimized time. However, this model uses the d-q axis currents, voltages, rotor angle as 

inputs, and electromagnetic torque as the output. The model is developed with the help of 

Python programming based on Hyperband algorithm for hyperparameter tuning. Hyperband 

algorithm, efficiently optimizes hyperparameters by adaptive resource allocation, early 

stopping, reducing training time and improving accuracy. This integration allows the neural 

network(NN) to dynamically optimize its architecture, ensuring precise torque estimation. 

This approach addresses computational challenges and enhances the system's efficiency and 

responsiveness to real-time parameter variations and disturbances, leading to more robust 

and high-performing motor control applications. 

 

Feedforward Neural Network 

(FNN),  

Permanent Magnet Synchronous 

Motors (PMSM), 

Hyperband Algorithm. 
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I. INTRODUCTION 

 Electric vehicles (EVs) have emerged as a promising 

solution to address the growing concerns over environmental 

pollution and energy sustainability. PMSM have become a popular 

choice for EV propulsion systems [1] due to their high-power 

density, efficiency, and wide constant power speed range. The 

PMSM can provide high torque at low speeds, making them 

suitable for urban driving conditions. In addition, their compact 

size and lightweight design make them ideal for integration into the 

limited space available in EV. 

 One of the key aspects of utilizing PMSM in EV is the 

precise control of torque. The torque control in PMSM drives is 

crucial for achieving optimal performance and efficiency in EV 

propulsion systems. To achieve effective torque control, various 

control strategies can be employed, such as field-oriented control 

(FOC) or direct torque control (DTC) [2]. Advancements in motor 

control algorithms and sensor technologies have enhanced the 

accuracy and responsiveness of torque control in PMSM drives, 

leading to improved overall system efficiency and performance [3]. 

The integration of advanced sensor technologies has significantly 

enhanced the accuracy and responsiveness of torque control in 

PMSM drives. This level of control ensures smooth operation and 

optimal performance, further contributing to the overall efficiency 

of electric vehicle propulsion systems. In addition to advanced 

sensor technologies, there have been significant developments in 

sensor less control techniques for PMSM in EV. These techniques 

use algorithms and mathematical models to estimate the motor's 

operating conditions and rotor position without the need for 

physical sensors, thereby reducing cost and complexity in EV 

propulsion systems [4]. The offline torque estimation using sensors 

and torque transducers provides the necessary data for optimizing 

torque control strategies, ensuring that the PMSM meet the 

dynamic power requirements of electric vehicle propulsion 

systems. This approach further contributes to the smooth operation 

and overall efficiency of EV, addressing the specific needs of urban 

driving conditions and improving the driving experience for users 

[5]. Online torque estimations enable real-time monitoring and 

adjustment of torque in PMSM drives, ensuring optimal power 
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delivery and responsiveness to dynamic power requirements. By 

incorporating advanced algorithms and sensor feedback, online 

torque estimations contribute to the seamless operation of EV in 

varied driving conditions, including urban settings with frequent 

starts and stops. One such approach is the use of Kriging-based 

techniques for online torque calculation in brushless DC motors, as 

highlighted in [6]. By leveraging improved estimation techniques, 

EV equipped with PMSMs can achieve enhanced performance and 

responsiveness, particularly in urban settings with frequent starts 

and stops. 

 Deep learning models, such as convolutional NN and 

recurrent NN, can be utilized to analyze and learn from large 

datasets of motor parameters and operating conditions. By training 

these models on a diverse set of torque measurements and 

corresponding motor states, the deep learning approach can provide 

accurate and real-time torque estimations for PMSMs in EV [7]. 

The block diagram Figure 1 depicts a system for controlling a 

PMSM. It includes components for current and voltage 

measurement, voltage source inverter, electrical angle 

measurement, sector identification, and lookup tables for 

estimators, ensuring accurate motor control and performance 

optimization. 

 

 
Figure 1: Torque control of PMSM Drive. 

Source: Authors, (2024). 

 Accurately estimating motor torque is essential for the 

efficient control of PMSM. Torque estimation methods are 

generally categorized into online and offline techniques. Online 

methods use real-time electrical parameters—such as voltages, 

currents, and rotor position—to calculate instantaneous torque, 

offering the benefit of reduced system complexity and cost by 

eliminating the need for additional sensors. Offline methods, 

however, rely on detailed motor characterization through complex 

models and extensive testing. Although more complex, offline 

techniques can yield higher accuracy, particularly for motors with 

intricate magnetic structures. The choice between these methods 

depends on the application's specific needs, balancing complexity, 

cost, and accuracy. 

 

Table 1: Related Literature Review. 
Reference Strength of Review 

[8] 

Suggests a technique for improving the identification 

of PMSM motor parameters through the use of a 

Chaotic Artificial Fish Swarm Algorithm (CAFSA) 

to optimize initial weights in a Back Propagation 

Neural Network (BPNN). 

[9] 

Introduces a sensor less speed tracking control 

method using polynomial equations and sliding 

mode-based control, validated on an embedded 

board. 

[10] 
Develops a feedforward NN for PMSM temperature 

estimation, achieving closed-loop errors under 4.5°C. 

[11] 

Assesses deep recurrent and convolutional NN with 

residual connections for PMSM temperature 

prediction, offering high performance without 

domain expertise. 

[12] 

 

Introduces sensor less robust optimum control 

strategy for PMSM with NN-based observers, 

validated by comparison tests and simulations. 

Source: Authors, (2024). 

 The structure of this document is as follows. The 

suggested methodology framework is explained in Section 2, the 

results and discussion are covered in Section 3, and the conclusion 

is provided in Section 4. 

 

II. PROPOSED METHODOLOGY 

II.1 FRAME WORK FOR PROPOSED 

METHODOLOGY 

 This study presents a machine learning (ML) method for 

precise PMSM torque prediction. Data on currents, voltage and 

torque are collected cleaned and standardized. The model 

undergoes hyperparameter tunning and iterative training, with 

performance evaluated using R2. Figure 2 visualization support 

model analysis, aiming to enhance motor control and optimization. 

 
Figure 2: Flow chart of Proposed Methodology. 

Source: Authors, (2024). 
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II.2. TORQUE ESTIMATION IN PMSM 

 Performance and efficiency can be significantly increased 

by integrating torque estimation techniques with PMSM control. 

For example, the application of DTC strategies—which can offer 

better dynamic responsiveness and fault tolerance than 

conventional vector control methods—can be made possible by the 

availability of correct torque information. Furthermore, the use of 

torque estimation in engine speed control can contribute to 

enhanced engine performance and efficiency, as demonstrated in 

the application of nonlinear observer-based torque estimation for 

engine speed control. 

One widely adopted approach is to utilize the Clark and 

Park transformations to simplify the PMSM model and enable the 

implementation of field-oriented control techniques.  The Clark 

transformation converts the three-phase stator voltages and 

currents into their equivalent two-phase stationary reference frame 

components, while the Park transformation further transforms 

these components into a synchronously rotating reference frame, 

relationships is explained in figure 3. 

 

 
Figure 3: Transformation relationship in PMSM. 

Source: Authors, (2024). 
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In a PMSM, 𝐿 represents the magnetic flux generated by 

the stator's permanent magnet and 𝑢a, 𝑢b and 𝑢c are the voltages in 

each phase of the stator winding within a three-phase coordinate 

system. Similarly, 𝑖a, 𝑖b and 𝑖c indicate the phase currents in this 

system, while 𝑅 refers to the resistance of each stator winding 

phase. The three-phase voltage equations of a PMSM are 

inherently differential equations, which makes direct solutions 

complex and challenging. The angular velocity of rotation within 

the 𝑎-𝑏-𝑐 coordinate system is denoted by 𝜔. To effectively 

simplify the problem and enhance the motor's control capabilities, 

a suitable transformation is required to decouple these variables. 

This transformation process for the PMSM, which involves 

converting between various coordinate systems, is guided by the 

principles of preserving equivalent current, voltage, flux, and 

magnetomotive force. For instance, the Park transform converts the 

voltage model from the rotating d-q coordinate system to a form 

easier to manage, while the Clark transform shifts from the space 

vector to the 𝑎-b-𝑐 coordinate system for the static two-phase 

voltage model (𝛼, 𝛽). These transformations yield a voltage model 

similar to that of a two-phase DC motor, making it easier to control. 

The transformations help determine the phase angle 𝜃 between the 

d-axis and q-axis, which is crucial for accurate motor control. 

Equations (2) through (5), in that order, display the park 

transformation relations between current and the Clark 

transformation in each coordinate system. Similar results can be 

obtained for the voltage transformation relationship in each 

coordinate system. 

 

II.3. IMPLEMENTATION OF POLYNOMIAL LINEAR 

REGRESSION MODEL 

 The desired response for the variable PLRM is obtained 

using the estimated torque control, while the regressors are the 

observed torque and speed. The mathematical expectation of items 

with a higher order, k =0 in Equation (6), which presents the torque 

curve with respect to observed torque and speed, may then be fitted. 

It is assumed that the population size for things with a higher order 

"k" is minimal. But, bivariate kth-order PLRM [13], is the equation 

(6) is known as. 

Tcij=∑ ∑ 𝛽𝛾𝜆𝑇𝑚𝑖𝑗𝜆 + 𝜀𝑖𝑗
𝑘
𝜆=0

𝑘
𝛾=0                    (6) 

Where must be k≥1, and i = 1,2,……n & j = 1,2,…..q 

When βγλ is the regression coefficient that needs to be 

determined, εij is the torque error, and each εij is independent and 

has the same distribution. to acquire the linear regression of second 

order polynomials. In equation (6), the value of k is 2. Equation 2 

shows how to use the regressors of the observed torque and speed 

to create the bivariate second order PLRM. 

Tcij = β00+β01𝜔𝑖 + 𝛽02𝜔𝑖
2 + 𝛽10𝑇𝑚𝑖𝑗 + 𝛽11𝑇𝑚𝑖𝑗𝜔𝑖 + 𝛽20𝑇𝑚𝑖𝑗

2 +𝜀𝑖𝑗          (7) 

 

where𝑇𝑚𝑖𝑗 = [

𝑥𝑖100 𝑥𝑖101 𝑥𝑖102
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⋮
𝑥𝑖𝑞00

⋮
𝑥𝑖𝑞01

⋮
𝑥𝑖𝑞02

         

𝑥𝑖110 𝑥𝑖11 𝑥𝑖120

𝑥𝑖210 𝑥𝑖211 𝑥𝑖220

⋮
𝑥𝑖𝑞10

⋮
𝑥𝑖𝑞11

⋮
𝑥𝑖𝑞20

]    (8) 

 

β=[𝛽00 𝛽01 𝛽02    𝛽10    𝛽11 𝛽20]
𝑇                                (9) 

 

The value of ωi in equation (8) is 0. After that, as equation 

(10) shows how to generate the univariate second order PLRM 

using the observed torque's regressor. One way to rewrite equation 

(9) is as equation (11) shows. 

         Tcij=𝛽00 + 𝛽10𝑇𝑚𝑖𝑗 + 𝛽20𝑇𝑚𝑖𝑗
2 + 𝜀𝑖𝑗                           (10) 

         β=[𝛽00 𝛽10 𝛽20]
𝑇                (11) 
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II.4. IMPLEMENTATION OF DEEP LEARNING 

TECHNIQUE 

 The integration of deep learning with motor control 

systems holds the potential to revolutionize the field of PMSM 

torque estimation. It not only contributes to enhanced performance 

and energy efficiency but also facilitates the development of 

intelligent and autonomous electromechanical systems [14]. In this 

study, we explore the implementation of ML algorithms for torque 

estimation in PMSMs. Deep Learning models, especially NN, have 

emerged as an effective tool for accurate torque estimation in 

PMSMs. 

 Since the selection of hyperparameters can have a 

substantial impact on the model's performance, hyperparameter 

tuning in NN is an essential step in the creation of ML models.  In 

particular for complicated models with several hyperparameters, 

traditional hyperparameter optimization techniques like grid search 

and random search can be computationally costly and time-

consuming. [15]. To address this challenge, the Hyperband 

algorithm has been proposed as a novel and efficient approach to 

hyperparameter optimization shown in Figure 4 NN structure. 
 

 
Figure 4: Neural Network Structure. 

Source: Authors, (2024). 

 
Figure 5: Hyperparameter optimization. 

Source: Authors, (2024). 

 Scholars have investigated diverse methodologies for 

optimizing hyperparameters, encompassing extensive trials to 

comprehend the impacts of distinct hyperparameters and their 

mutual relations. Figure 5 illustrates one such strategy called 

Hyperband, a cutting-edge bandit-based technology that can offer 

appreciable speedups over conventional optimization techniques. 

III.1 RESULTS AND DISCUSSION 

III.1. DATA SET 

 This article proposes a comprehensive analysis on two 

datasets, namely Dataset 1 and Dataset 2, which contain 

measurements such as, the target variable torque T in Nm [16][17]. 

The dataset statistics as shown in figure 6 supports the torque T in 

Nm are as follows: 

• Dataset 1: The dataset consists of 37 million samples with a mean 

value of -0.86 Nm and a standard deviation of 71.39 Nm. The 

minimum and maximum values are -133.90 Nm and 134.07 Nm, 

respectively. The interquartile range (IQR), spanning from the 

25th percentile (-56.13 Nm) to the 75th percentile (55.40 Nm), 

indicates a wide spread of data points around the median (-1.08 

Nm). 

• Dataset 2: Similar to Dataset 1, this dataset also contains 37 

million samples. The mean value is slightly lower at -0.90 Nm, 

with a higher standard deviation of 72.51 Nm. The minimum and 

maximum values are -136.84 Nm and 136.04 Nm, respectively. 

The IQR for Dataset 2 is slightly broader, with the 25th percentile 

at -59.40 Nm and the 75th percentile at 57.54 Nm, and a median 

of -1.37 Nm. 

 

 

 
Figure 6: Dataset visualization. 

Source: Authors, (2024). 
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III.2. RESULTS 

 The training process of the NN model loss values for both 

the training and validation datasets over 15 epochs. The tuning 

process yielded the following optimal hyperparameters: 

 Number of Neurons: 42, Layers: 8 and Learning Rate: 

0.001, The model’s training and validation loss over a period of 15 

epochs conducted on dataset (2000RPM) is displayed in Figure 7 

was developed in python version 3.12 with the help of keras tuner 

tool. Within the first few epochs, the model shows a quick decrease 

in both training and validation loss, followed by a stable plateau, 

suggesting that the model converged successfully and that there 

was not a large amount of overfitting during training Each hidden 

layer’s dense component has 1,806 parameters (42 inputs * 42 

outputs + 42 biases), while the output layer has 43 parameters (42 

inputs * 1 output + 1 bias), leading to a total of 14,785 trainable 

parameters in the network. The developed model was pre-trained 

on NN was employed and subsequently trained on to adapt to a 

similar distinct dataset (120RPM). This process was carried out 

using TensorFlow with a distributed training strategy to optimize 

the model’s performance. The training and validation loss over a 

period of 15 epochs is depicted in the graph as shown in figure 8. 

Early on, both losses exhibit a notable decline, pointing to a quick 

convergence of the model. The model may be well-tuned and not 

overfit if the validation loss is continuously less than the training 

loss. This steady performance demonstrates the resilience and 

generalizability of the approach. 

 

 
Figure 7: Loss curves for 2000RPM. 

Source: Authors, (2024). 

 
Figure 8: Loss curve for 120RPM. 

Source: Authors, (2024). 

 Tables 2 and 3 compare the performance of polynomial 

linear regression and a fully connected feedforward neural network 

(NN) for torque estimation at two different speeds: 120 RPM and 

2000 RPM. Table 2 shows that polynomial linear regression yields 

relatively high Mean Squared Error (MSE), Root Mean Squared 

Error (RMSE), and Mean Absolute Error (MAE) values, with 

MSEs of 212.850 and 206.064 at 120 RPM and 2000 RPM, 

respectively. These values indicate a moderate level of prediction 

accuracy, further corroborated by the R-squared values of 0.958 

and 0.9608, suggesting that the model explains a substantial portion 

of the variance in the data but leaves some room for improvement. 

In contrast, Table 3 presents the results for the fully connected 

feedforward NN, which demonstrates significantly lower error 

metrics at both speeds. The MSE is reduced to 0.0009 at 120 RPM 

and 0.0093 at 2000 RPM, with corresponding RMSEs of 0.0301 

and 0.0963. The MAE values are also much lower, at 0.0192 and 

0.0542, respectively. The near-perfect R-squared values of 0.999 

at both speeds indicate that the NN model almost entirely captures 

the variance in the dataset, showcasing its superior predictive 

capabilities over polynomial linear regression for this application. 

Overall, the NN model provides more accurate and reliable torque 

estimation across different speeds, making it a more suitable choice 

for this specific task compared to polynomial linear regression. 

Table 2:Polynomial Linear Regression (Tourque Estimation). 

Speed MSE RMSE MAE R-square 

RPM 120 212.850 14.589 10.949 0.958 

RPM 2000 206.064 14.354 10.714 0.9608 

Source: Authors, (2024). 

Table 3: Fully connected feedforward NN  (Tourque estimation). 

Speed MSE RMSE MAE R-square 

RPM 120 0.0009 0.0301 0.0192 0.999 

RPM 2000 0.0093 0.0963 0.0542 0.999 

Source: Authors, (2024). 

 The scatter plot presented in Figure 9 and 10 illustrates the 

relationship between the direct axis current (id) and the quadrature 

axis current (iq) for the PMSM. The data points, shown as dense 

clusters, reveal the operational characteristics and current 

interactions within the motor current dynamics. The plot 

showcases a distinctive pattern, indicative of the motor’s response 

under varying load conditions and rotational speeds. The clustering 

and spread of data points highlight the motor’s operational 

envelope and provide insights into the performance and efficiency 

of the PMSM. 

 
Figure 9: Scatter Plot of id vs. iq for 120RPM. 

Source: Authors, (2024). 
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Figure 10: Scatter Plot of id vs. iq for 2000RPM. 

Source: Authors, (2024). 

Heat Map 

 
Figure 11: Heat Map at 120RPM. 

Source: Authors, (2024). 

Case 1: Correlation Matrix Heatmap at 120 RPM 

 Figure 11 presents the correlation matrix heatmap for 

various features of the PMSM dataset, including the electrical 

angle (ϵel), id, iq, ud, uq, and torque (T). This heatmap visually 

represents the correlation coefficients between these features, 

providing insights into their linear relationships. The heatmap uses 

a colour gradient to depict the correlation values, where red shades 

indicate positive correlations, and blue shades signify negative 

correlations. The intensity of the colour corresponds to the 

magnitude of the correlation coefficient, with values ranging from 

-1 to 1. 

Key observations from the heatmap include: 

• A strong positive correlation (r=0.87) between the iq and 

torque (T), suggesting that as iq increases, the torque also 

increases. 

• The correlations among other variables, such as id, ud, uq, and 

electrical angle(€el), are relatively weak, with coefficients 

close to zero, signifying little to no linear relationship. 

 

 
Figure 12: Heat Map at 2000RPM. 

Source: Authors, (2024). 

Case 2: Correlation Matrix Heatmap at 2000 RPM 

 Figure 12 shows the correlation matrix heatmap for 

various features of the PMSM dataset at 2000 RPM, including the 

electrical angle (ϵel), id, iq, direct axis voltage (ud), quadrature axis 

voltage  (uq), and torque (T).   

 

Key observations from this heatmap include: 

• A strong positive correlation (r=0.87) between the iq and 

torque (T), indicating that an increase in iq is associated with 

an increase in torque. 

• A significant negative correlation (r=−0.67) between the ud 

and the iq, suggesting an inverse relationship between these 

variables. 

IV. CONCLUSION 

 The article demonstrated the effective solution of deep 

learning for the torque estimation of PMSM. This utilizes the 

extensive datasets of currents, voltage and rotor angle was 

implemented in NN model with eight hidden layers, each layer 

contains 42 neurons. The model demonstrated the superior 

predictive performance, significantly reducing loss values and 

attaining high accuracy in torque estimation, outperforming 

polynomial linear regression models in terms of Mean Squared 

Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute 

Error (MAE), and R-square metrics at both 120 RPM and 2000 

RPM. Scatter plots of direct axis current (i_d) vs. quadrature axis 

current (i_q) revealed critical insights into motor behaviour under 

varying conditions. The investigations underscore the potential of 

deep learning to improve motor performance, energy efficiency, 

and operational stability, showcasing NN model in minimizing 

errors and enhancing torque estimation accuracy. The research 

enlightened the reputation of advanced ML techniques in industrial 

automation, offering a promising direction for future research and 

development in PMSM torque.  
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This paper is concerned with combinations of un-sharp masking, logarithmic transformation 

and adaptive histogram equalization techniques to arrive at a hybrid method for 

enhancement different types of medical image’ contrast. Motivation behind the 

hybridization is the need to have a contrast enhancement method that is not application 

specific and that can be deplored to several medical image enhancement. Four different 

types of medical images: X-ray, ultrasound, magnetic resonance and computer tomographic 

images are utilized in the evaluations of the proposed hybrid contrast enhancement method. 

As performance metrics, absolute mean brightness error, mean square error, peak signal to 

noise ratio and entropy are used. Comparative results both qualitative and quantitative, were 

conducted at the end of the research, and the proposed method out-perform other three 

(CLAHE, Fuzzy-based and Wavelet Transform-based) related selected methods in the field 

which used the same dataset in terms of testing accuracy. The enhancement quality of the 

proposed method was found to be satisfactory and can be used for any time of medical 

image, thus, the proposed hybrid technique produces better enhanced medical images from 

different medical image inputs. 
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I. INTRODUCTION 

Image enhancement falls within the purview of computer 

vision with the aim of improving the visualization of asymmetric 

brightness level in images [1]. It is a technique widely utilized in 

medical image processing and analysis [2],[3] to modify a given 

picture such that desirable characteristics of the image are easier to 

recognize by automated image analysis systems [4] and aid 

accurate judgment from the image. Image enhancement represents 

one of the phases of digital image processing tasks, along with 

image detection, segmentation and classification [5]. The 

procedure of image enhancement encompasses a variety of 

approaches that geared towards improved image's aesthetic appeal, 

visual clarity and overall look of an image in order to facilitate 

easier extraction of its spatial characteristics [6]. In other word, 

through enhancement of an image, details of the image that are not 

readily visible in the original image right away become available. 

The need for the enhancement of an image may arise when the 

image data and the display system have different dynamic ranges, 

when the image is embedded with a lot of noise, or when the 

contrast is too low [4]. 

Image enhancement methods are divided into spatial 

domain-based and transformation domain-based approaches [5] - 

[6] Histogram Equalization (HE) is a frequently used spatial 

domain-based approach that produces a picture with a uniform 

distribution of intensity following equalization; however, if the 

histogram has high peaks, contrast is over-enhanced, resulting in a 

harsh and noisy image. Several other approaches have been used to 

address these shortcomings, including automatic image 

equalization using Gaussian mixture modeling [7], power-

constraint contrast enhancements based on HE [8], and entropy 

maximization histogram modification for image enhancement [9], 

all of which were still deficient by causing a halo effect in high 

contrast areas [10]. In the transform-based approaches, one can find 

threshold transformation [11], log transformation [11], multi-scale 

retinex-based [12], image size dependent normalization [13], 

adaptive gamma correction-based algorithm [14], fractional order 

and directional derivatives [15], wavelet transform [16] and Non-
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Subsampled Contourlet Transform (NSCT) [5]. Others are fuzzy 

logic-based and neuro-fuzzy method [11], [17].  

A variety of apps provide a selection of photos with certain 

features, and the selection of augmentation techniques vary greatly 

based on particular requirements. The subject of this study is 

medical imaging. Globally, healthcare engineering is a significant 

and quickly growing field that includes illness prevention, 

diagnosis, treatment, and management as well as the maintenance 

and improvement of physical and mental health [18],[19]. In 

addition to diagnosing and treating diseases, medical imaging 

technologies are becoming more and more important for disease 

prevention, health screening, major disease screening, health 

management, early diagnosis, determining the severity of a disease, 

choosing a treatment plan, evaluating the effects of that plan, and 

rehabilitation [19]–[21]. As such, there has been a significant 

increase in the significance of medical imaging technology in 

healthcare delivery applications [19],[20]. 

Medical image enhancement has become standard practise 

due to its ability to improve different medical procedures, image-

guided surgery, and illness detection and therapy [22]. Improving 

the clarity and quality of images is the goal of medical image 

enhancement, which also aims to improve the images' 

interpretability for human viewers. X-rays, Computed 

Tomography (CT), ultrasound, and Magnetic Resonance Imaging 

(MRI) are among the frequently used medical imaging [5]–[6], 

with the latter being especially helpful in the diagnosis of 

cerebrovascular diseases. The accuracy of doctors' diagnoses and 

treatments, where images of internal organs and human sub-

systems are involved, is directly influenced by the quality of the 

images. This singular reason makes medical imaging an integral 

aspect of contemporary and modern medicine 

 

II. THEORETICAL REFERENCE 

Medical images are frequently bedeviled with effects of 

interference from sounds and electromagnetic sources, which often 

degrade the resultant image's quality. Furthermore, presence of 

noise and artifacts contribute uncertainty to the medical image in 

the form of ambiguous image segment homogeneity or ambiguous 

object-background contrast. These make segmentation and 

detection of contours and textures of the image very challenging 

[9]. 

A remapping technique called contrast enhancement 

modifies the image intensity distribution so that the entire image 

intensity range can be used [23]. This method has been used to 

improve the visual quality of photos, highlight important 

information, and highlight image aspects. For medical pictures, a 

variety of contrast enhancement techniques have been put forth. 

The Bihistogram Bezier curve contrast enhancement method was 

presented in [23], showing how well it works to emphasise 

important brain imaging features in low-resolution brain MR 

images [24]. A multimodal contrast enhancement strategy was 

proposed in [25] and successfully handled the problem of weak 

contrast in images of children's hand bones. In addition to the 

previously discussed techniques, the Hopfield Neural Network 

(HNN) is another way for image augmentation [26]. To ensure 

network stability throughout the training phase, this approach is 

said to have a few disadvantages [27], one of which is its propensity 

to converge to a fixed point [28]. Additionally, there could be a 

chance that the quality of the images decreases [29]. 

Notwithstanding these drawbacks, investigating various contrast 

enhancement techniques is still essential for developing the area of 

medical image enhancement and tackling particular problems 

related to various kinds of medical images. 

NSCT technique introduced in [5] combined methods of 

adaptive thresholding and enhanced fuzzy set to meet the demands 

of medical image improvement. The fuzzy contrast function was 

improved through the adjustment of the normal inverse which was 

utilized in the creation of a new function for calculating the 

enhanced pixel gray membership. The new enhanced membership 

function together with the Laplace operator were used to improve 

the image details. The approach was able to boost the general 

contrast of an image, emphasize the features and contours of an 

image, and considerably improve the visual impression of an 

image; nevertheless, the algorithm's flexibility was ineffective. 

Other efforts to improve medical imaging include an approach to 

improving the visual look that makes use of the Bi-histogram 

Bezier Curve [23]. This technique focuses on improving MRI 

pictures that show a sudden leap in the knee. A different endeavour 

pertains to an altered iteration of the Hopfield Neural Network 

(HNN) methodology [30], which tackles the convergence issues 

linked to the conventional HNN approach. The goal of this update 

is to improve the HNN technique's overall efficacy in improving 

medical images. Additionally, a multimodal method has been 

investigated [6] that is intended for clinical imaging sensor 

applications. These varied methods demonstrate a dedication to 

honing procedures for a range of clinical settings and image types, 

and they highlight the continuous attempts to develop and improve 

in the field of medical image enhancement. 

While those aforementioned methods and many others 

ensure improvement in the image contrast, there arises a problem 

of non-uniformity in enhancement and most importantly, over 

enhancement of certain portion of the image. There have been 

various modifications made to conventional histogram equalisation 

techniques in order to address the issue of over-enhancement. The 

contrast limited dynamic quadri-histogram equalisation [31], the 

minimum mean brightness error bi-histogram equalisation in 

contrast enhancement [32], the range limited weighted histogram 

equalisation (RLWHE) [33], the recursively separated weighted 

histogram equalisation (RSWHE) incorporating a normalised 

power law function [34], and the Recursive Mean-Separate 

Histogram Equalisation (RMSHE) intended for scalable brightness 

preservation [35] are noTab. among these techniques. The 

tendency towards over-enhancing in the final image remains a 

recurrent problem, even though these variations of the histogram 

equalisation (HE) technique have proven effective in producing 

high contrast enhancement and good brightness retention. Adaptive 

Gamma Correction with Weighted Distribution (AGCWD) is a 

revolutionary automated transformation approach that was 

developed [36] to solve the problems associated with RMSHE, 

RSWHE, and related techniques. To further address over-

enhancement problems in medical image processing, the Triple 

Dynamic Clipped Histogram Equalisation based on Mean or 

Median (TDCHEM) approach [37] was put forth. The challenges 

presented by conventional histogram equalisation methods in 

medical image enhancement may be addressed by these creative 

approaches, which aim to achieve greater contrast while 

maintaining image quality. The two approaches AGCWD and 

TDCHEM are able to boost contrast and also prevent over-

enhancement of images, however, none of them is able to retain 

brightness and preserve structures of images. 

Several researches have been made in this area of contrast 

enhancements of medical images, various successes have been 

recorded and each technique with its identified shortcomings. 

Some of the shortcomings include the problem of over-
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enhancement, proper enhancement but brightness not preserved, 

some methods are not suiTab. for all types of medical images and 

so on. This study is primarily motivated by the shortcomings found 

in the previously described methods as well as the need for a low-

complexity picture enhancing method. This work focuses on 

developing a hybrid algorithm for medical picture improvement 

that combines three different techniques: Un-sharp Masking (UM), 

Logarithm Transformation (LT), and Adaptive Histogram 

Equalisation (AHE). These three strategies were carefully chosen 

because they each have advantages over other alternatives in terms 

of robustness, low computational complexity, and short calculation 

times. By utilising the distinct benefits of each method, this hybrid 

strategy seeks to jointly address the issues raised by over-

enhancing and computational complexity in medical picture 

enhancement. 

 

III. MATERIALS AND METHODS 

This study uses three different enhancing strategies in a 

cascaded manner. Un-sharp Masking (USM) is the first technique 

in this series, which is used to improve the image by sharpening 

edges and removing intrinsic blurring from the input medical 

image. Logarithm Transformation (LT) uses the output that is 

produced when USM is applied to the medical image. LT is 

specifically made to increase the brightness of the image's dark 

pixels, increasing its dynamic range. LT seeks to bring to light 

aspects that are buried inside the picture. The output is then passed 

into the Adaptive Histogram Equalisation (AHE) method after the 

LT step. AHE seeks to enhance the image's contrast even more. 

The planned tri-modal medical image enhancement strategy comes 

to a close with the final output of the AHE stage. The USM-LT-

AHE medical image enhancement approach is the name given to 

this sequential process. These strategies were chosen because they 

have clear benefits over other approaches, such as being robust, 

efficient, and simple in terms of mathematical complexity. 

A thorough block diagram is used in Fig. 1 to graphically 

represent the suggested hybrid UM-LT-AHE contrast enhancement 

technique. As shown in figure 1, the methodology is divided into 

five main stages: pre-processing (colour conversion), post-

processing (colour conversion), Adaptive Histogram Equalisation 

(AHE), Logarithm Transformation (LT), and Un-sharp Masking 

(UM). The primary goals of this image processing approach are 

contrast enhancement and image de-blurring. The input image is 

specially de-blurred by the UM stage, and the contrast of the image 

is improved by the LT and AHE stages. We then emphasise each 

step of the proposed UM-LT-AHE medical image enhancement 

strategy, starting with the first image colour conversion. This 

methodical technique aims to solve issues with image quality and 

enhance both clarity and contrast in medical images. 

 

Figure 1: Block diagram of the proposed hybrid UM-LT-AHE 

method. 

Source: Authors, (2024). 

III.1 IMAGE COLOR CONVERSION 

For the suggested hybrid UM-LT-AHE enhancement 

approach to be compatible and provide accurate colour rendering, 

two colour conversion stages must be included. Colour conversions 

are not required before the first processing steps or after the final 

output stages when the input is a grayscale image. However, colour 

conversion becomes an essential step when dealing with a colour 

image input. Prior to the Un-sharp Masking (UM) algorithm 

processing, the Red, Green, and Blue (RGB) components of the 

image are mapped into their equivalent Hue-Saturation-Value 

(HSV) on the input side. The output stage involves converting the 

processed image from the HSV mapping back to RGB equivalent 

using the Adaptive Histogram Equalisation (AHE) technique. The 

MATLAB environment facilitates the smooth execution of colour 

conversions for pre-processing and post-processing, with the 

rgb2hsv and hsv2rgb functions, respectively. Through these colour 

conversion steps, the suggested improvement method is made 

sufficiently flexible to handle both colour and grayscale images, 

offering a unified and uniform approach across many input 

conditions. 

III.2 UN-SHARP MASKING 

The Un-sharp Masking (UM) algorithm sharpens edges and 

areas with plenty of detail in a picture to highlight details that are 

otherwise hidden. This is accomplished by creating a corrective 

signal, which is basically an enlarged version of the input image's 

signal representation. A Laplacian filter, which has a negative 

centre coefficient, is used to generate the corrective signal. To 

recover the image's lost grey tones, this correction signal is then 

deducted from the original input image signal. Mathematically, the 

expression for the Un-sharp Masked input image at a pixel location 

(x, y) is represented as: 

 

𝑈𝑀(𝑥, 𝑦) = 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝐼𝑚𝑎𝑔𝑒 (𝑥, 𝑦)𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑆𝑖𝑔𝑛𝑎𝑙(𝑥, 𝑦)(1) 

In this equation, 𝑈𝑀(𝑥, 𝑦) denotes the Un-sharp Masked 

pixel value at location (x, y), which is obtained by subtracting the 

Correction Signal at the same location from the corresponding 

pixel value in the original input image. This process results in an 

image that emphasizes fine details and enhances the overall 

sharpness of the edges within the original image. 

The output image from UM stage that is fed into the input 

of LT stage is expressed as: 

 

𝑌𝑈𝑀(𝑥, 𝑦) = 𝐼𝑜(𝑥, 𝑦) + 𝐾𝐼(𝑥, 𝑦)                      (2) 

 

where 𝑌𝑈𝑀(𝑥, 𝑦) is the output image from the UM stage and 

K  is a positive scaling factor that controls the level of achievable 

image de-blurring or sharpness level. The values for K is such that 

0.2 ≤ 𝐾 ≤ 0.9 [38]. 

USM involves the following steps: 

i. Get the input image that requires enhancement 

ii. Generation of a blur copy of the input image using 

Laplacian of Gaussian (LoG) filter. 

iii. Subtract blur copy from the input to give un-sharp 

masking image 

iv. Multiplications of the un-sharp masking image by a 

fractional value “K” 

Addition of the result in (iv) to the original image in (i). 
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III.3 LOGARITHMIC TRANSFORMATION 

In the suggested enhancement scheme, the main goal of the 

Logarithm Transformation (LT) technique is to transfer the image's 

dark (or low) intensity values to brighter (or higher) values, 

increasing the visibility of features. Higher-intensity pixels are 

little impacted by the LT algorithm's application; instead, low-

intensity pixels are mapped to high-intensity pixels. The expression 

for the logarithm transformation can be expressed mathematically 

as follows: 

 

𝐿𝑇(𝑥, 𝑦) = 𝑐. log(1 + 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝐼𝑚𝑎𝑔𝑒 (𝑥, 𝑦)) (3) 

Here, 𝐿𝑇(𝑥, 𝑦) denotes the pixel value after the Logarithm 

Transformation at location (𝑥, 𝑦) and c is a scaling factor. The 

logarithmic function log(1 + 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝐼𝑚𝑎𝑔𝑒 (𝑥, 𝑦)) is applied 

to the pixel values of the original image at the corresponding 

location. The addition of 1 in the logarithmic function helps avoid 

the issue of taking the logarithm of zero. 

This transformation improves the contrast of the image 

overall by making details in the dark areas of the image more 

visible. The logarithmic function is a good choice since it preserves 

information in higher-intensity regions while extending the 

dynamic range of low-intensity values. 

 

III.4 ADAPTIVE HISTOGRAM EQUALIZATION 

The plot of the number of pixels 𝑛𝑘 in an image against the 

intensity value 𝑘 describes the image histogram, where 0 ≤ 𝑘 ≤
2𝑥 − 1 and 𝑥 is the class unit of the image. In the context of this 

paper, 256 intensity levels are considered, resulting in a class unit 

of 8. This corresponds to an intensity value range between 0 

(representing black) and 255 (representing white). For an image 

with a total number of pixels 𝑁 the associated probability density 

function (PDF) is given: 

 

𝑃(𝑘) =
𝑛𝑘

𝑁
        (4) 

𝑃(𝑘) is the probability density function at intensity value 𝑘 

𝑛𝑘 is the number of pixels at intensity value 𝑘, 

𝑁 is the total number of pixels in the image 

The probability density function illustrates the possibility of 

coming across a pixel in the image with a certain intensity value. 

With 256 intensity levels in the provided context, the function 

characterises the distribution of pixel intensities throughout the 

image, offering important details about contrast, brightness, and 

general tonal qualities.  

 

III.5 SUMMARY OF STEPS INVOLVED IN THE 

IMPLEMENTATION 

The steps involved in the implementation of the proposed 

hybrid UM-LT-AHE contrast enhancement scheme for medical 

images: 

1. Select the Type of Image:  

• Ascertain whether the input image is grayscale or 

colour. 

2. Read Grayscale Pixel Values:  

• If the image is in grayscale, read each pixel's value. 

3. Convert the RGB colour space to the HSV colour space 

if the image is coloured. 

• Examine the HSV's value component. 

4. Sharp Masking Absence (UM): 

• As necessary, apply the Un-sharp Masking method 

to the results of steps (ii) or (iii). 

5. Logarithm Transformation (LT):  

• Map the step (iv) output using a Logarithm 

Transformation mapping function. 

6. Adaptive Histogram Equalisation (AHE):  

• Apply step (v)'s output to the Adaptive Histogram 

Equalisation with clipping. 

7. Store Output (Grayscale):  

• Store the step (vi) output and move on to step (x) if 

the input image is grayscale. 

8. Modify the Colour Image Value Component: 

• If the input image is coloured, use step (vi)'s result 

as the image's new V (value). 

9. Combine H, S, and New V:  

• Combine the H and S components of the input image 

with the newly acquired V component from the 

previous step to create a new HSV colour space for 

the image. 

10. RGB conversion:  

• Return the newly created HSV colour space from 

step (viii) to RGB colour space. 

• Keep the result stored. 

11. Output Enhanced Image:  

This is a version of the original input image that has been 

enhanced. 

The developed hybrid UM-LT-AHE medical image 

enhancement approach was implemented using the MATLAB 

R2018a environment, which was set up on an HP EliteBook 

running Windows 10 with a core i5 processor, 64-bit architecture, 

and 4 GHz RAM. During implementation, a number of functions 

from the image processing toolbox were used, including rgb2hsv, 

hsv2rgb, imfilter, adapthisteq, and others. 

A collection of sixteen test medical photos was used to 

assess how well the suggested UM-LT-AHE medical image 

enhancement method performed. These photographs cover a range 

of medical imaging modalities, such as ultrasound, X-ray, MRI, 

and CT scan images as shown in Table 1 and were taken from 

publicly accessible online databases. Both colour and grayscale 

photographs are included in the collection; each image format 

contributes four images. 

 

Table 1: Descripption of images used for experiment. 

Images Ultrasound X-ray MRI scan CT scan 

(i) 
multiple 

gestation 

human 

elbow 

cervical 

spine 

gray scale 

abdominalcavity 

(ii) 
human 

kidney 

human 

knee 

human 

knee 

healthy human 

heart 

(iii) 

human liver 

with gall 

bladder 

human 

leg 

human 

lung 

brain tumor 

(iv) 
human liver human 

toes 

multiple 

fetal 

color abdominal 

cavity 

Source: Authors, (2024). 

 

III.6 PERFORMANCE METRICS 

By comparing its outcomes with existing methods from the 

literature, the suggested technique's performance in contrast 

enhancement is assessed using objective assessment criteria. For 

this, Absolute Mean Brightness Error (AMBE), Mean Square Error 

(MSE), Peak Signal-to-Noise Ratio (PSNR), and entropy are the 
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four essential performance indicators used. When compared to the 

outputs of various contrast enhancement techniques in the 

literature, the suggested method is deemed superior if it produces 

an output image with the lowest AMBE, lowest MSE, highest 

PSNR, and highest entropy values. 

 

Absolute Mean Brightness Error (MBE); the difference 

between the brightness level of the enhanced image and original 

image. 

𝑨𝑀𝐵𝐸 = ⃓ 𝐸(𝑦) − 𝐸(𝑥)⃓ (7) 

 

Where: 𝑬(𝒙) = average intensity of input image; 𝑬(𝒚) = 

average intensity of output image.  

The output of this research was compared with those of 

other works using AMBE, the method yielding the least numerical 

value is adjudged best in performance in terms of brightness 

preservation.   

 

Peak-Signal-to-Noise-Ratio (PSNR): is the evaluation 

standard of the reconstructed image quality, and is an important 

measurement feature. PSNR is measured in decibels. The higher 

the PSNR, the better the method. 

 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10
𝑅2

𝑀𝑆𝐸
   (8) 

Where 𝑹 =  𝟐𝒙𝒃𝒊𝒕𝒔 which depends on image class 

 

Entropy: This is a statistical measure of randomness that can 

be used to characterize the texture of an image. It is the measure of 

the content of an image. The higher the entropy, the better the 

method. 

𝑬𝑛𝑡𝑟𝑜𝑝𝑦 = 𝑖𝑃𝑖𝑙𝑜𝑔2𝑃𝑖  (9) 

 

Where 𝑷𝒊 is the probability that the difference between 

adjacent pixels is equal to 𝒊. 

 

IV. RESULTS AND DISCUSSIONS 

Obtained simulation results from the proposed hybrid UM-

LT-AHE method are compared with those from three other 

methods (CLAHE, Fuzzy and WT) in the literature, for image 

contrast enhancement. 

What follows are the simulation results beginning with 

those of ultrasound images. The images in (a) are the original 

images before they were subjected to various enhancement 

techniques, (b)-(e) are the images after they have been enhanced 

with different enhancement methods; the Hybrid UM-LT-AHE, 

CLAHE, AHE and Fuzzy-based methods respectively. The level of 

enhancement on the images can be visualized in the output as 

shown in the Figure 2 to 5. 

 
Figure 2: Simulation results using Ultrasound images (a)original image (b)UM-LT-AHE method (c)CLAHE method (d)Fuzzy-based 

method (e)WT method. 

Source: Authors, (2024). 
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Figure 3: Simulation results using X-ray images (a)original image (b)UM-LT-AHE method (c)CLAHE method (d)Fuzzy-based method 

(e)WT method. 

Source: Authors, (2024). 

 

Figure 4: Simulation results using MRI scan images (a)original 

image (b)UM-LT-AHE method (c)CLAHE method (d)Fuzzy-

based method (e)WT method. 

Source: Authors, (2024). 

 

 
Figure 4: Simulation results using CT scan images (a)original 

image (b)UM-LT-AHE method (c)CLAHE method (d)Fuzzy-

based method (e)WT method. 

Source: Authors, (2024). 
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A cursory look at simulation results presented in Figure 2 to 

5 for enhanced images of different types reveal that outputs of the 

proposed UM-LT-AHE medical image enhancement method fare 

better than other four methods employed in comparison. It is 

obvious that output images using the proposed UM-LT-AHE 

medical image enhancement method closely match the input test 

images than what obtains from other four methods used.  

Next in the evaluation process is quantitative and objective 

evaluation of the performance of the UM-LT-AHE medical image 

enhancement method proposed in this work along with those of 

CLAHE, Fuzzy-based and Wavelet transform-based methods 

using those sixteen test images described in Table 1.  

Table 2 to 4 present computed parametric results, starting 

with those of X-ray images. 

 

Table 2: Evaluation results using X-ray images. 
ELBOW    

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 186583 10.3738 39.6560 18.528 

MSE 0.0910 0.0853 0.11225 0.0678 

PSNR 23.9670 24.6105 21.8702 26.9127 

Entropy 7.7059 6.5089 6.8866 7.5612 

KNEE  

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 18.528 0.37373 36.446 1.0074 

MSE 0.0866 0.0978 0.1040 0.0635 

PSNR 24.4660 23.2496 22.6370 27.5704 

Entropy 7.6671 6.6577 6.9027 7.4787 

LEG 

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 19.5594 20.2151 34.3872 4.6719 

MSE 0.0917 0.0723 0.1060 0.0703 

PSNR 23.8899 26.2699 22.4391 26.5479 

Entropy 7.6073 6.7336 6.9859 7.5064 

FOOT 

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 5.0847 11.2024 15.1105 2.5408 

MSE 0.0616 0.0775 0.0638 0.0553 

PSNR 27.8784 25.5748 27.5273 28.9528 

Entropy 6.2224 5.7115 5.5348 6.2548 

Source: Authors, (2024). 

 

Objective evaluation results involving X-ray images show 

that the proposed hybrid UM-LT-AHE contrast enhancement 

method performed better than each of CLAHE, fuzzy-based and 

wavelet transform-based methods. Specifically, the performance of 

the proposed method in this work surpasses those of others in terms 

of AMBE, MSE and PSNR Figures in all four images while it has 

entropy Figures that are slightly lower than those yielded by 

CLAHE in three of the test images 

 

Table 3: Evaluation results using Ultrasound images. 
MULTIPLE GESTATION  

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 18.4466 7.2810 12.4194 3.6492 

MSE 0.0714 0.0723 0.0570 0.0523 

PSNR 26.3917 26.2662 28.6539 29.5030 

Entropy 7.1841 6.3418 7.0386 7.2399 

HEALTHY KIDNEY   

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 27.5549 8.1986 17.7543 9.7369 

MSE 0.0481 0.0228 0.0303 0.0287 

PSNR 30.3426 37.8118 34.9762 35.5070 

Entropy 6.9083 4.9430 6.2130 6.8636 

HUMAN LIVER WITH GALL BLADDER  

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 8.7964 6.4803 18.9987 8.8073 

MSE 0.0995 0.0901 0.1029 0.0715 

PSNR 23.0714 24.0728 22.7391 26.382 

Entropy 7.8810 7.8152 7.4250 7.6415 

NORMAL LIVER  

Parameters CLAHE Fuzzy-

based 

Wavelet-

based 

Proposed 

AMBE 25.845 10.7739 14.7473 0.58036 

MSE 0.0690 0.0443 0.0513 0.0400 

PSNR 26.7381 31.1763 29.7004 32.1825 

Entropy 7.7775 6.9439 7.3239 7.3812 

Source: Authors, (2024). 

 

Results shown in Table 3 for ultrasound test images reveal 

a different scenario from that of X-ray images. While Fig.s 

obtained from the proposed hybrid UM-LT-AHE method are 

generally not the best, they are however, compare favorably with 

those adjudged to be best for ultrasound images. In fact, the 

marginal difference in those parameters is small as can be inferred 

from results involving ‘healthy kidney’ image where fuzzy-based 

method appear better than others as well as those of entropies 

returned by CLAHE for ‘human liver with gall bladder’ and 

‘normal liver’. 

 

Table 4: Evaluation results using CT-scan images. 

Parameters CLAHE Fuzzy-based Wavelet-based Proposed 

GRAY SCALE ABDOMINAL CAVITY 

AMBE 17.3672 10.9913 11.4329 14.4132 

MSE 0.0858 0.0666 0.0691 0.0783 

PSNR 24.5553 27.0946 26.7278 25.4705 

Entropy 7.6063 6.5047 6.8863 7.6202 

HEALTHY HEART 

AMBE 2.7463 15.7666 13.4307 8.5005 

MSE 0.0515 0.0789 0.0550 0.0348 

PSNR 29.67 25.3993 29.0009 33.5753 

Entropy 5.5869 4.9244 6.0456 5.7624 

BRAIN TUMOR 

AMBE 4.5612 6.3451 16.7043 12.896 

MSE 0.0407 0.0501 0.0403 0.0327 

PSNR 32.0259 29.9346 32.1063 34.1945 

Entropy 4.8102 30.751 44.571 4.8786 

COLOR ABDOMINAL CAVITY 

AMBE 16.0203 24.185 14.8689 12.558 

MSE 0.0695 0.0654 0.0593 0.0509 

PSNR 26.6681 27.2683 28.2501 29.7763 

Entropy 7.173 5.9548 6.7886 7.2027 

Source: Authors, (2024). 

 

Although parametric evaluation results CT scan of gray 

scale abdominal cavity image show that fuzzy-based method 

performed better than others in terms of AMBE, MSE and PSNR 

Figure, however, judging by the margin between corresponding 

values returned by the proposed hybrid UM-LT-AHE method, it 
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can be safely said that the method compare well. Aside the results 

of gray scale CT scan of abdominal cavity, the proposed hybrid 

UM-LT-AHE method performed better than other methods, 

especially in terms of MSE and PSNR Figures. These observations 

are premised on results presented in Table 4. 

 

Table 5: Evaluation results using MRI-scan images. 

Parameters CLAHE 
Fuzzy-

based 

Wavelet-

based 
Proposed 

CERVICAL SPINE 

AMBE 28.6652 13.0575 17.212 28.2196 

MSE 0.0630 0.0937 0.0406 0.0604 

PSNR 2.7654 23.6791 32.0408 28.0758 

Entropy 6.8039 48.239 64.707 68.113 

KNEE 

AMBE 13.0372 96.004 155.956 111.961 

MSE 0.0638 0.1394 0.0544 0.0583 

PSNR 27.5133 19.7026 29.1072 28.4297 

Entropy 62.196 50.685 58.780 62.251 

LUNG 

AMBE 20.2711 18.5814 37.828 24.3273 

MSE 0.1279 0.1627 0.2150 0.1150 

PSNR 20.563 18.1576 15.3711 21.6259 

Entropy 77.815 65.790 64.779 76.419 

MULTIPLE FETAL 

AMBE 13.4195 7.2406 12.6458 11.0239 

MSE 0.0883 0.2131 0.0786 0.0806 

PSNR 242.710 154.600 254.397 251.808 

Entropy 78.333 71.747 74.522 77.251 

Source: Authors, (2024). 

 

Evaluation results using MRI scan images appear rather 

clumsy as mixed results are returned. One thing that is cleared from 

entries of Table 5, where MRI scan images results’ are presented,  

is that the results of the proposed UM-LT-AHE method still 

compare well with those of other methods used for comparison. 

 

IV.I. LIMITATION OF THE PROPOSED METHOD 

The proposed method is limited to medical images drawn 

from CT scan, MRI images, Ultrasound scan and X-rays. Other 

medical images from other sources were not considered. 

 

IV.II. FUTURE WORK 

The method should be tested for its applicability in 

enhancement of many imaging applications such as underwater, 

astronomical, and consumer-based electronics. 

 

V. CONCLUSIONS 

We present a novel hybrid UM-LT-AHE technique in this 

work that is intended primarily to improve contrast in medical 

photos. This technique is noteworthy for its adaptability, as it can 

handle medical images in both grayscale and colour. Our 

assessment, carried out on a variety of test medical pictures 

including X-ray, ultrasound, CT, and MRI scan modalities, proved 

that the hybrid UM-LT-AHE contrast enhancement method that 

was suggested was effective. Its application to a variety of medical 

images was demonstrated by the results, which also showed that it 

produced accepTab. results for important assessment metrics like 

AMBE, MSE, PSNR, and entropy Figures. This highlights how 

well the technique works to improve contrast in a range of medical 

imaging situations, confirming its usefulness as a strong and adap 

table. instrument in the field of medical image processing. 

Furthermore, it was shown here that the proposed hybrid UM-LT-

AHE method performed well than each of CLAHE, fuzzy-based 

and wavelet transform-based methods, on the average when 

deployed for contrast enhancement of the four aforementioned 

medical image types. Based on these findings, the proposed UM-

LT-AHE method can be safely deployed for the enhancement of 

different types of medical images’ contrast with satisfactory results 

for all types of images, something which was lacking in some other 

methods. 
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Studies on electricity demand forecasting usually focus on the magnitude of the variable, 

however, the methodology used in this study also addresses the time at which the peak 

demand occurs, crucial for planning energy generation, smoothing the demand peaks and 

establishing differentiated rates. To predict the time of maximum demand, supervised 

machine learning algorithms were used: random forests, K nearest neighbors, support vector 

machine, and logistic regression. The dataset consists of hourly maximum and minimum 

demand data from 2021 to 2024 for a country in South America, including environmental 

factors such as temperature and seasonality. Since the data in the peak demand prediction 

variable is unbalanced, the study used oversampling techniques such as SMOTE-NC 

(synthetic instances of the minority classes to balance the data set). A multi-criteria decision-

making approach is used to select the best classification model, considering model 

evaluation metrics as decision criteria. The most important conclusion drawn by the study 

is that the model obtained with the support vector machine algorithm turned out to be 

optimal, and successfully predicted the time of maximum demand on 15 of the 17 test days. 

The findings highlight the unbalanced nature of peak demand hours, which predominantly 

occur around 8 pm. 
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Machine learning, 

Multi-criteria analysis, 
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I. INTRODUCTION 

Electrical demand forecasting methodologies usually focus 

on the magnitude of this variable, but in addition to this, 

determining the time in which this maximum demand occurs is 

very important for several reasons. For example, it is required for 

the purposes of determining the electrical generation that must be 

available to satisfy this maximum demand and thus smooth its peak 

[1]. Likewise, the company in charge of the electrical system could 

seek to reduce that maximum demand or temporarily transfer it to 

“flatten” the load curve, which brings us to the second reason, 

which is the establishment of differentiated rates for those high 

hours. demand [2]. Likewise, the temporal dependence between 

social practices and electrical energy consumption has become 

evident, with some of these specific practices having greater 

temporal dependence than others [3]. Then, knowing the time at 

which maximum demand occurs, the regulatory entity could 

implement policies for the rational and efficient use of electrical 

energy according to the types of users of the electrical system. 

In addition, among the usual applications of forecasting the 

times of occurrence of maximum demand are smoothing of demand 

peaks, but also scheduling the charging of electric vehicles [4]. On 

the other hand, knowing the usual time at which the minimum 

power demand occurs is useful for the purposes of planning the 

mandatory shutdown of generation units for maintenance purposes, 

or even for planning the maintenance of elements of the 

transmission system and/or electrical distribution. 

Therefore, the objective of this research is to forecast the 

time w3hen maximum demand will occur in a given geographic 

region, using data science methodology and selecting the best 

classification model. The supervised machine learning algorithms 

considered were random forests (RF), K-nearest neighbors (K-

NN), support vector machine (SVC), and logistic regression (LR). 

To choose the best classification model, a multi-criteria technique 

is used in which the proposed models are the decision alternatives, 
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and the performance evaluation metrics of the models are the 

decision criteria. 

The topic of this research has been addressed previously, 

but without considering the multi-criteria approach. For example, 

[5] develop different models, one to predict whether the next day 

will be the day of maximum demand of the month, and another to 

predict the time of peak demand. They use machine learning 

algorithms to develop the models, and consider the maximum and 

minimum temperatures, among others, as explanatory variables of 

the models. The methodology was applied to the Duke energy 

system in North Carolina, United States. Of the 72 months of data 

considered, in 69 of them the models got the day of peak demand 

correct, and in 90% of the peak days, the actual time of peak 

demand was among the 2 hours with the highest probability. 

Likewise, [6] build classification models to predict the time of daily 

peak demand 24 hours in advance. They use several classification 

machine learning algorithms: Näive Bayes, Support Vector 

Machines (SVM), Random Forests, Adaptive Boosting 

(AdaBoost), Convolution Neural Network (CNN), LSTM neural 

network, and autoencoder type artificial neural network. The data 

used corresponds to the maximum hourly demand of the city of 

Ontario in Canada for the period from May 2003 to April 2008, 

differentiating the winter period from the summer period.  They 

obtain that the artificial neural network is the one that has the best 

performance for both the winter period and the summer period. 

Furthermore, [7] presents an approach for developing a peak hour 

forecasting model, selecting the optimal model by applying a series 

of machine learning algorithms. To evaluate the model, they work 

with data from 57 regions of Russia corresponding to the period 

from January 2016 to January 2020. The algorithms considered 

were random forest classifier (RFC), decision tree classifier (DTC), 

nearest neighbors classifier (K-NN), and extra-tree classifier 

(ETC). The evaluation of the model performance is made based on 

the accuracy of the actual peak hour with respect to the predicted 

peak hour, considering one-, two-, and three-hour intervals of the 

most probable peak hours. The highest accuracy was obtained 

using the extra-tree classifier. 

In their research, [8] presents a methodology to predict 

coincident peak demand events, including the day and time of event 

occurrence. The approach is based on performing Monte Carlo 

simulations to generate scenarios and estimators for this type of 

event. Additionally, [4] presents an open-source tool for electric 

energy forecasting through which a variety of methods for 

forecasting maximum demand, as well as its time of occurrence, 

are implemented. One of the case studies presented consisted of 

forecasting the hours of the day or days in a month or year, in which 

the maximum demand occurs. They worked with electricity 

consumption data, with a 5-minute resolution, from the New 

England region in the United States in 2020. It turned out that the 

model obtained with an artificial neural network of the LSTM type 

had better performance, with values for the metrics precision, 

recall, and accuracy, of 0.84, 0.84, and 0.83, respectively. 

Similarly, [9] proposes a model based on deep learning, to predict 

the k hours of the day with the highest and lowest demands. They 

evaluate their model using data from two years of electrical 

demand from an electrical microgrid that supplies 156 buildings. 

Its model based on an artificial neural network of the LSTM type 

was compared with other models: Linear Regression, Arima, and 

artificial neural network. They obtained that their four-layer LSTM 

network model had the best performance for both the k hours of 

high demand and for the k hours of low demand. Finally, [10] 

present a methodology to forecast the magnitude of maximum 

demand, as well as its time of occurrence, using two machine 

learning algorithms: Multiple Linear Regression and Gradient 

Boosting Machine. Among the explanatory variables, they 

consider the time, day of the week, month, holidays, and 

temperature. The results indicate that the regression performs better 

during seasons with low time variability, while the ensemble 

methods show greater accuracy in general. 

The rest of the article is distributed as follows. Section 2 

presents the theoretical background. Then, in section 3 the 

materials and method used in the research. Next, in section 4 the 

results obtained are analyzed and discussed. After that, there are 

the conclusions derived from the research carried out. Finally, 

bibliographic references are presented. 

 

II. THEORETICAL REFERENCE 

II.1 CLASS BALANCING TECHNIQUES 

A data set is said to be imbalanced if the class we are 

interested in falls in the minority class and appears sparsely 

compared to the majority class, the minority class is also known as 

positive class, while the majority class is also known as negative 

class [11]. On the other hand, class imbalance is described as a 

large discrepancy between two classes of the same target variable, 

where one class is represented by many instances, while the other 

is only represented by a small number of instances [12]. 

Two strategies can be considered to counteract class 

imbalance: the data sampling approach, and the cost-sensitive 

learning approach. In this research we worked with the first 

approach, which could be approached using a sub-sampling 

method or an over-sampling method. The sampling methodology 

that selectively strips the majority class, while ensuring that the 

data set retains the meaningful information associated with this 

majority class, is known as a sub-sampling approach. While the 

sampling approach in which instances of the minority class are 

frequently replicated until a balanced class distribution is reached 

is known as an oversampling approach. In this work, over-sampling 

methods are used, among which the SMOTE method (Synthetic 

Minority Over-sampling Technique), the SMOTE-NC method 

(Synthetic Minority Over-sampling Technique for Nominal and 

Continuous), among others, stand out. 

 

II.2 CLASSIFICATION MODELS PERFORMANCE 

METRICS 

The following metrics are considered to evaluate the 

performance of the classification models: Accuracy, Precision, 

Recall, and F1. According to what was mentioned by [13], 

Accuracy “is defined as the sum of all correct predictions divided 

by the sum of all predictions”, it is obtained using Equation (1). 

Precision “is related to the number of correct positive predictions,” 

and is generated through Equation (2). The Recall metric “is related 

to the number of positive events correctly predicted” is achieved 

using Equation (3). The F1 metric “is known as the harmonic mean 

between precision and recall”, is computed with Equation (4). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                               (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                     (3) 

𝐹1 =
2∙(𝑝𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛∙𝑟𝑒𝑐𝑎𝑙𝑙)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                                          (4) 
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Where: 

𝑇𝑃: True positives 

𝑇𝑁: True negatives 

𝐹𝑃: False positives 

𝐹𝑁: False negatives 

 

II.3 MULTI-CRITERIA DECISION MAKING 

Multicriteria Decision Making (MCDM) is related to the 

treatment of decision problems in which more than one decision 

criterion is present to be considered for choosing the best option, 

within a group of alternatives [14]. MCDM is divided into two: 

multi-objective decision making (MODM), and multi-attribute 

decision making (MADM). Typically, MODM has an explicit goal 

and a continuous decision space, while MADM has an implicit goal 

and a discrete decision space [15]. 

The multi-attribute decision problem can be represented by 

its decision matrix of M rows and N columns. The element aij of 

this matrix shows the performance of the alternative Ai when 

evaluated by the decision criterion Cj, (i = 1, 2, 3, ..., M, and j = 1, 

2, 3, ..., N). Each of the criteria has a relative importance weight 

wj, which is generally determined by the “decision maker”. This is 

how, given a set of alternatives and decision criteria, we seek to 

establish the optimal alternative with the highest degree of 

“desirability” with respect to the decision criteria [16]. 

Ishizaka & Nemery [17] mention the taxonomy of decision 

problems proposed by Roy in 1981, that is: selection problems, 

classification problems, hierarchy problems, and description 

problems. In this research, the selection problem is addressed, in 

which the goal is to select the best alternative, according to a set of 

predetermined criteria. Similarly, we work with the Simple 

Additive Weighting (SAW) multi-criteria technique, also known as 

the weighted sum method, which is one of the simplest and most 

used decision-making methods [18]. It consists of four steps: 

preparing the decision matrix (M×N), preparing the normalized 

decision matrix, calculating the magnitude that represents the 

performance of each alternative, and ranking the alternatives 

according to their performance to select the best of them. 

To generate the matrix of the second step, each of its 

components must be normalized using Equation (5) if it is a cost 

criterion, and Equation (6) if it is a benefit criterion. Likewise, to 

obtain the magnitude Si of alternative i, mentioned in the third step, 

Equation (7) must be used. 

 

𝑎𝑖�̃� =
min𝑎𝑖𝑗

𝑎𝑖𝑗
                                        (5) 

𝑎𝑖�̃� =
𝑎𝑖𝑗

max𝑎𝑖𝑗
                                        (6) 

𝑆𝑖 = ∑ 𝑤𝑗 ∙ 𝑎𝑖�̃�
𝑁
𝑗=1                                 (7) 

 

III. MATERIALS AND METHODS 

To analyze the data, the stages that make up a typical data 

science project were followed. These stages are establishment of 

the project objective(s), search for the data to be used, data 

processing, exploratory data analysis, data modeling, and decision 

making [19]. Figure 1 presents a diagram of the stages followed in 

the methodology. 

 

 
Figure 1: Research methodology. 

Source: Authors, (2024). 

 

The objective is to determine the time of occurrence of the 

maximum demand in a geographic area. The data is obtained from 

external and/or internal sources, in this case they correspond to the 

measurements of the maximum and minimum electrical demand, 

and their times of occurrence, for the area under study. Once the 

data is obtained, it usually must be cleaned and processed, applying 

the techniques described in [20]. For the exploratory data analysis, 

graphical and non-graphical descriptive statistics techniques are 

used, and from this analysis significant information could be 

obtained from the data. Modeling is then done using machine 

learning algorithms. Specifically, classification algorithms are used 

to forecast the time at which peak demand will occur in the coming 

days. With the results obtained in the two previous stages, we 

proceed to the decision-making stage. The stages mentioned so far, 

corresponding to the blue blocks in Figure 1, are typical of a data 

science project. In this research, a balancing stage is incorporated, 

since the data used is unbalanced and this characteristic affects the 

result returned by the models. Likewise, the multi-criteria analysis 

stage is incorporated to select the optimal classification model that 

is used to predict the time of occurrence of the maximum demand. 

All the stages just presented are developed using the Python 

programming language and its respective libraries. 

 

III.1 DATA CLEANING AND PROCESSING 

The original data consists of the historical time series of the 

maximum hourly demand for the period 2021-2024 of a South 

American country. This series is processed to generate a time series 

with daily resolution, which contains the maximum demand of the 

day, the time at which this demand occurs, the minimum demand 

for the day, and the time at which this minimum demand occurs.  

Additionally, the series includes the year, month, week, and 

day of the week. This daily time series includes information on 

holidays and working days, as well as a column for the maximum 

ambient temperature, and another for the average ambient 

temperature. 

Considering the column of the months of the year, a column 

is created that indicates whether the corresponding day belongs to 

the historical rainy period or the historical drought period, since 

during the drought period the ambient temperature increases, and 

consequently the electricity demand grows, somehow affecting the 

time of occurrence of this demand. 

Finally, from the peak demand hour column, a column is 

created that indicates whether for the respective day, the peak 

demand hour belongs to the afternoon hours (around 2 pm) or 

belongs to the hours of the night (around 8 pm). 
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IV. RESULTS AND DISCUSSIONS 

This section analyzes the results obtained in the exploratory 

data analysis and data modeling stages. 

 

IV.1 EXPLORATORY DATA ANALYSIS 

First, it is important to determine the distribution of hours 

of maximum demand throughout the 2021-2024 study period, 

which is presented in Figure 2. 

 

 
Figure 2: Distribution of hours of maximum demand per year. 

Source: Authors, (2024). 

 

From Figure 2, during 2021, the hours of maximum demand 

were all at night (hours 19, 20, and 21 of the day), which makes 

sense since in that year there was a greater presence of teleworking 

due to the pandemic. Likewise, for the entire period the time of 

maximum demand was mostly 8 pm, and that starting in 2022 the 

afternoon hours began to have a certain presence in the data on the 

time of maximum demand. 

On the other hand, Figure 3 shows the distribution of the 

hours of maximum demand for each of the months of the year. It is 

observed that during the months of the last third of the year, 7 pm 

as the time for maximum demand has the greatest incidence, while 

until the month of August its presence is almost non-existent. 

Additionally, it is noted that the hours of maximum daytime 

demand intensify from the month of June until the month of 

October. 

 

 
Figure 3: Distribution of hours of maximum demand per year. 

Source: Authors, (2024). 

 

Likewise, it is of interest to determine the distribution of the 

hours of maximum demand by weekday, which is presented in 

Figure 4. In this case, Monday is represented by the number “1”, 

and Sunday is represented with the number “7”. 

 
Figure 4: Distribution of hours of maximum demand by day. 

Source: Authors, (2024). 

 

It can be noted that, on Saturdays and Sundays, the hours of 

maximum demand correspond only to nighttime hours. On the 

other hand, it is observed that Fridays (day 5) are the days on which 

there are more hours of maximum demand during the afternoon, 

and they are also the days on which fewer hours of maximum 

demand coincide with 8 pm. 

Additionally, Figure 5 presents the distribution of hours of 

maximum demand according to the type of day, to compare the 

behavior of weekdays with holidays and weekends. During 

weekdays 8 pm predominates, and 15.4% of the hours of maximum 

demand occur during the afternoons. The behavior of holidays is 

like that of Saturdays and Sundays, with 100% of the hours of 

maximum demand during the night and with a proportion of around 

80% of the hours coinciding with 8 pm. 

 

 
Figure 5: Distribution of hours of maximum demand by type of 

day. 

Source: Authors, (2024). 

 

IV.2 DATA MODELING 

Next, the data modeling is presented to estimate the time of 

occurrence of the maximum electrical demand, for which 

supervised machine learning classification algorithms are used: K 

nearest neighbors, random forests, support vector machine, and 

logistic regression. In [21] the same classification algorithms are 

used to estimate the performance ratio of a solar PV plant, which 

also corresponds to a binary classification problem.  

In this research, use is made of the daily maximum 

electricity demand data for the period 2023-2024, until 07/14/2024, 

to generate and train the models, and the remaining seventeen days 

until 07/31/2024 are used. to recalculate the performance 
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evaluation metrics of said models. Likewise, data balancing 

techniques are used in combination with each of the models, since 

as observed in the exploratory analysis of the data, they are 

unbalanced around 8 pm, the time of maximum maximum demand. 

Specifically, the SMOTE-NC method was used, which is 

convenient when there is a data set with both numerical variables 

and categorical variables. 

For each of the models, the data set was divided into two 

parts: training and testing, with a proportion of 80% for training 

and 20% for testing. Two possible times are considered: 2 pm and 

8 pm, both with a variation of more or less one hour. 

 

IV.2.1 RANDOM FOREST ALGORITHM 

This is an algorithm that uses the bagging technique, which 

means aggregation by resampling, involving the manipulation of 

the training data set with resampling. From the training data set, 

multiple data sets are generated for training, and classification 

models are generated from each of them [22]. By having the 

classification models, predictions are made with each of them and 

the results are combined by taking the majority vote, that is, the 

result that is most repeated in the case of classification problems 

[23]. 

For the parameterization of the model, the number of 

estimators was set at 150, and to measure the quality of the forest 

the “gini” metric was used. To evaluate the model, the metrics were 

used: Accuracy, Precision, F1, and Recall. Table 1 shows the 

results obtained from the evaluation of the model in the testing 

phase. 

Subsequently, the model is used to estimate the hour of 

maximum demand for the following seventeen days, from July 15 

to 31, considering two options: 2 pm and 8 pm, both classes with a 

tolerance of 1 hour, that is, a range from 1 pm to 3 pm (13_14_15), 

and the other range from 7 pm to 9 pm (19_20_21). The results are 

compared with the actual values, and the new values of the 

evaluation metrics are presented in Table 2, while the estimated 

hours are presented in Table 3. 

 

IV.2.2 K NEAREST NEIGHBORS ALGORITHM 

This is an algorithm that is used both to generate regression 

and classification models, and falls within the category of 

supervised machine learning, and is also non-parametric [24]. 

However, the basic principle of this algorithm is to consider 

elements that are similar to each other (closest neighbors), so it is 

required to previously know the number of neighbors K to take into 

account. There are several methods to obtain the value of K, for 

example, [25] propose using cross-validation techniques. In our 

case, the optimal value of K was obtained by plotting the number 

of nearest neighbors versus accuracy, and the value of K that 

maximized this metric was selected. After evaluating the model in 

the testing phase, the values of the metrics presented in Table 1 

were obtained. 

Next, the model is used to estimate the hour of maximum 

demand for the period from July 15 to 31, considering two options: 

2 pm and 8 pm, both classes with a tolerance of 1 hour, that is, a 

range from 1 pm to 3 pm, and the other range from 7 pm to 9 pm. 

The results are presented in Tables 2 and 3. 

 

IV.2.3 SUPPORT VECTOR MACHINE ALGORITHM 

Like the previous models, support vector machines can be 

used for both classification problems and regression problems, 

using the same operating principle. This algorithm uses the concept 

of kernel to convert the given data into a higher dimension, to 

achieve the so-called hyperplanes. The points located on each side 

of the hyperplane and that are closest to it are known as support 

vectors. There are four main types of kernels, namely linear, 

polynomial, sigmoid and radial basis function [26]. 

For our case study, the support vector classifier is used, and 

its default parameters are considered, which includes a radial basis 

function kernel. The trained model is used to make the forecast 

from the test data, and the results obtained are evaluated through 

the corresponding metrics. The metric values are presented in 

Table 1. 

Next, the model is used to estimate the hour of maximum 

demand for the period from July 15 to 31, considering two options: 

2 pm and 8 pm, both classes with a tolerance of 1 hour, that is, a 

range from 1 pm to 3 pm, and the other range from 7 pm to 9 pm. 

The results are presented in Tables 2 and 3. 

 

IV.2.4 LOGISTIC REGRESSION ALGORITHM 

Through the application of this algorithm, models for binary 

classification can be generated. According to [27], this technique 

“Is one of the most used linear statistical models for discriminant 

analysis.” After performing a linear regression, the algorithm 

converts the output of this regression through a logistic function 

(hence its name), which is commonly the sigmoid function. This 

last function assigns a conditional probability for each of the 

classes. When applying this algorithm, all default parameters were 

taken, which included the Limited-memory Broyden, Fletcher, 

Goldfarb, and Shanno (lbgfs) optimization method. As was done 

with the other algorithms, the trained model is used to make 

predictions using the test set, and it was evaluated considering the 

corresponding metrics, whose values are presented in Table 1. 

As with the previous models, Tables 2 and 3 present the 

results obtained after using the model to estimate the time of 

maximum demand for the period from July 15 to July 31. 

 

Table 1: Metric results in the testing phase. 
Metric K-NN RF SVC LR 

Accuracy 0.765 0.844 0.777 0.737 

Precision 0.793 0.848 0.807 0.735 

F1 0.761 0.843 0.769 0.726 

Recall 0.770 0.843 0.772 0.723 

Source: Authors, (2024). 

 

From Table 1 it can be noted that the random forest 

algorithm was the one that had the best performance according to 

the evaluation metrics considered. From Table 2 it can be noted 

that the K-NN and SVC algorithms were the best evaluated 

according to the metrics used. 

 

Table 2: Metric results with new data. 
Metric K-NN RF SVC RL 

Accuracy 0.882 0.823 0.882 0.824 

Precision 0.882 0.875 0.882 0.826 

F1 0.882 0.813 0.882 0.824 

Recall 0.882 0.813 0.882 0.826 

Source: Authors, (2024). 

 

In the same order of ideas, Table 3 presents the estimates of 

the time of maximum demand. It can be noted that using the K-NN 

model, the actual time of maximum demand was within the 

estimated range on 15 of the 17 days analyzed, as was the SVC 

model. In the case of the RF and RL models, the success was on 14 

of the 17 days. 
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Table 3: Maximum demand hour estimation results. 

Date 
Actual 

time 
K-NN RF SVC RL 

7/15/2024 14 13_14_15 19_20_21 13_14_15 13_14_15 

7/16/2024 20 19_20_21 19_20_21 19_20_21 13_14_15 

7/17/2024 15 13_14_15 19_20_21 13_14_15 13_14_15 

7/18/2024 15 19_20_21 19_20_21 19_20_21 19_20_21 

7/19/2024 20 13_14_15 19_20_21 13_14_15 13_14_15 

7/20/2024 20 19_20_21 19_20_21 19_20_21 19_20_21 

7/21/2024 20 19_20_21 19_20_21 19_20_21 19_20_21 

7/22/2024 14 13_14_15 13_14_15 13_14_15 13_14_15 

7/23/2024 15 13_14_15 13_14_15 13_14_15 13_14_15 

7/24/2024 20 19_20_21 19_20_21 19_20_21 19_20_21 

7/25/2024 14 13_14_15 13_14_15 13_14_15 13_14_15 

7/26/2024 14 13_14_15 13_14_15 13_14_15 13_14_15 

7/27/2024 20 19_20_21 19_20_21 19_20_21 19_20_21 

7/28/2024 20 19_20_21 19_20_21 19_20_21 19_20_21 

7/29/2024 13 13_14_15 13_14_15 13_14_15 13_14_15 

7/30/2024 20 19_20_21 19_20_21 19_20_21 19_20_21 

7/31/2024 20 19_20_21 19_20_21 19_20_21 19_20_21 

Source: Authors, (2024). 

 

IV2.5 MULTI-CRITERIA MODEL SELECTION 

The SAW method is used to select the best model. The 

decision criteria to consider are Accuracy and F1, obtained in the 

testing phase, Accuracy and F1 obtained with new data, and the 

number of days that the respective model guessed correctly the 

time of maximum demand. The alternatives of the decision 

problem are the four models considered: K-NN, RF, SVC, and RL. 

The normalized decision matrix is shown in Table 4. 

 

Table 4: Normalized decision matrix. 

Decision 

alternatives 

Decision criteria 

Accuracy 

test 

F1 

test 

Accuracy 

new 

F1 

new 

Days of 

success 

K-NN 0.906 0.903 1.000 1.000 1.000 

RF 1.000 1.000 0.933 0.922 0.933 

SVC 0.921 0.912 1.000 1.000 1.000 

RL 0.873 0.861 0.934 0.934 0.933 

Source: Authors, (2024). 

 

After calculating the magnitudes of each of the alternatives, 

and ranking them from highest to lowest, the results presented in 

Table 5 are obtained, from which it is deduced that the optimal 

classification model is the one derived from the support vector 

machine algorithm (SVC), followed by the K-nearest neighbors 

(K-NN) model. 

 

 

Table 5: Model hierarchy. 

Model Si 

SVC 0.982 

K-NN 0.979 

RF 0.945 

RL 0.919 

Source: Authors, (2024). 

 

 

 

V. CONCLUSIONS 

A methodology is presented that allows estimating the time 

of occurrence of the maximum electrical demand, using the optimal 

classification model, which was selected using multicriteria 

decision-making analysis. Within the methodology, a stage is 

included to balance the classes. After applying the weighted sum 

multicriteria decision-making method, it was obtained that the 

model derived from the support vector machine algorithm is 

optimal for estimating the time of occurrence of the maximum 

electrical demand. When evaluating the models with new data, this 

model correctly predicted the time of occurrence on 15 of the 17 

days considered. According to historical data, the time of 

occurrence is in the afternoon around 2 pm, or at night around 8 

pm. There is an imbalance in these hours of occurrence, with a clear 

tilt towards 8 pm, with a ratio of 75/25 with respect to all other 

hours for the period 2021-2024, and a ratio of 88/12 in the hours of 

occurrence. occurrence of the night with respect to the hours of the 

day, for the same study period. 
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Internal logistics processes in health facilities are complex and important to ensure health 

services and high-quality patient care. Therefore, the review is focused on issues, solutions 

and challenges related to logistic processes in health facilities. This review follows the 

PRISMA guidelines. Relevant studies were searched in the citation databases Web of 

Science and Scopus. The search was limited to articles published in English between 2000 

and 2023. Based on the search and selection process, a total of 26 articles were included in 

the review. A qualitative content analysis was carried out. In this period analytical research 

dominates over design research. In terms of research strategies, a qualitative approach is 

preferred. The problem contexts addressed in the articles have been divided into five 

thematic areas. Most articles can be classified in the area dealing with sociotechnical 

interaction in internal logistics. The solutions presented in found articles can be divided 

according to the type of artefact into (1) formal approaches focused on models and 

algorithms, and (2) sociotechnical approaches focused on design of implementation 

frameworks. Challenges include the comparison of proposed solutions or their 

configurations in different problem contexts and regions. Further research should focus on 

organisational issues in internal logistics. Although the improvement of internal logistics in 

health facilities is a topic that has seen an increase in researcher interest over the last decade, 

there is a need to build a theoretical base on the findings of this research, which has been 

done only to a very limited extent. In terms of the use of new technologies, high persistence 

in the use of older IT-based solutions and rigidity can be observed in the implementation of 

new solutions.  
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I. INTRODUCTION 

Internal logistics processes in health facilities are complex 

and important to ensure health services and high-quality patient 

care [1]. These processes can be improved through organisational 

changes, introducing new technological solutions or modifying 

procedures. To support processes in health facilities, information 

technology (IT) is very often implemented and must be used 

properly by healthcare staff. If ITs is not set up correctly in the 

organisation or if this set-up is circumvented, it can have negative 

consequences for the organisation. Not only in the healthcare 

industry, setting up the social and technical components of a 

sociotechnical system constitutes a challenge [2]. The diverse and 

extensive (sociotechnical) logistics systems and associated 

processes that are used in a particular health facility, increase the 

complexity of health and logistics management. 

Properly configured internal logistics processes in health 

facilities can provide benefits, including but not limited to 

increased patient safety in medication administration, improved 

patient care, or reduced healthcare and healthcare facility operating 

costs [3]. Healthcare facilities are following the lead of 

manufacturing firms by applying approaches such as lean, business 

process reengineering, benchmarking [4] or deploying advanced 

systems based on IT and mathematical models to optimise these 

processes. The above underlines the relevance and importance of 

the topic of internal logistics processes.  

Therefore, it is appropriate to prepare an overview that will 

address the issues, solutions and challenges related to logistics 
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processes in health facilities over the last two decades. Before that, 

however, it is necessary to determine whether a similarly focused 

review article has not been published in the last decade. 

Based on the keywords in the Methods and Materials 

section focusing on review articles, no thematically related or 

similarly focused overview was found in the Web of Science 

(WoS) and Scopus citation databases. Rather, review articles focus 

on benefits and critical success factors [5] or the importance of 

measuring internal logistics performance in hospitals [3]. It is 

therefore reasonable to prepare an overview that addresses the 

issues, solutions and challenges related to logistics processes in 

health facilities over the last more than two decades. An overview 

of such focus is beneficial for scholars who will be able to better 

navigate this topic area and further enable them to focus their 

analytical or design research on relevant areas and link it to other 

scholarly literature.  

The article aims to review the issues, solutions, and 

challenges related to logistic processes in health facilities. 

Therefore, the authors focused on identifying problem contexts 

addressed in the thematically relevant articles, proposed 

technological solutions and challenges for future research. The 

following research questions (RQ) were proposed: 

• RQ 1: What are the problem contexts addressed in the 

articles? 

• RQ 2: What are the proposed technological solutions for 

solving problem contexts? 

• RQ 3: What are the challenges for future research? 

 

Answers to these research questions are beneficial for 

managers in health facilities as well as scholars who focus their 

research on improving logistics processes in health facilities. 

Managers get an overview of issues and types of proposed 

solutions. Scholars will find out what areas of research are covered 

and how much and what further research efforts are needed. 

 

II. MATERIALS AND METHODS 

This review was prepared according to PRISMA guidelines 

[6] and did not require ethics or institutional review board approval 

because data were collected by reviewing published peer-reviewed 

journal articles and papers from conference proceedings. The 

authors focused on international citation databases Web of Science 

and Scopus and the period from 2000 to 2023. Databases were 

searched on February 10, 2024, and only papers available in 

English were included. The keywords and queries used for 

searching databases are listed in Table 1.  

 

Table 1: Search strategy in citation databases. 

Citation 

databases 

Used keywords / Query strings 

Web of 

Science 

"logistic process" OR "logistical process" 

(Topic) and "hospital" OR "clinic" OR "health 

facility" OR "healthcare center" OR 

"healthcare centre" (Topic) 

Scopus TITLE-ABS-KEY ( ( "logistic process" OR 

"logistical process" ) AND ( "hospital" OR 

"clinic" OR "health facility" OR "healthcare 

center" OR "healthcare centre" ) ) 

Source: Authors, (2024). 

 

The searched articles were imported to the web-tool Rayyan 

(www.rayyan.ai) where the selection according to the abstract was 

carried out. Duplicate entries were removed. In the case of higher 

content matching, the source that most comprehensively 

summarized the given topic was selected based on the evaluation 

of the full text – an example could be the publication of a 

conference paper and an extended article in a journal. In that case, 

only the journal article was selected. Screening was conducted by 

examining the abstract in terms of inclusion criteria in Table 2 and 

defined research questions. The full text was used where it was 

impossible to decide on inclusion or exclusion based on the 

abstract.  

 

Table 2: Inclusion and exclusion criteria. 

Criterion Inclusion  Exclusion 

Type of 

article 

Research journal article or 

conference paper 

Any type of review, 

conference abstract 

or editorial material 

Period 1 January 2000 to 10 

February 2024 

Before 1 January 

2000 and after 10 

February 2024 

Language English All other languages 

Research 

topic 

Analytical and design 

research focused on 

improving logistics 

processes in health 

facilities  

Any other 

Multiple 

versions 

Latest version Previous versions 

Source: Authors, (2024). 

 

Inclusion in the review was verified based on full-text 

examination by both authors (Z.S. and K.S.) in mutual cooperation. 

Analytical and design-oriented articles relevant to the focus of this 

article were included. Figure 1 presents a flow diagram of the 

selection process. A complete list of all included papers can be 

found in the Appendix and supplementary material [7].  

 

 
Notes: Reason 1: Several almost identical articles based on the same data were 

found. The paper that offered more detailed results was selected for the authors' 

overview. Reason 2: The article is not thematically relevant in its focus. 

Figure 1: Flow diagram of the systematic review. 

Source: Authors, (2024). 

 

The information found was entered into a pre-prepared 

form, which included the following information: authors, year of 

publication, title of the work, country (first author's country of 

origin), research methodology, identified issues or article aim, 
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technological solution of the problem context, results, and 

challenges for future work (see Appendix). A qualitative analysis 

of content was carried out to interpret text data through the 

systematic classification process. 

 
III. RESULTS 

Based on the search and selection process, a total of 26 

papers were included in the review. Almost half of the articles were 

published in the last 5 years (2019–2023) and 21 articles in the last 

decade (2014-2023) as can be seen from Figure 2. From this, it can 

be concluded that the importance of this field has been increasing, 

especially in the last decade. As regards the first author's 

affiliations, authors from universities in Europe dominate (13 

papers), followed by North America (6 papers), Asia (5 papers), 

and South America (2 papers). Thus, supporting the logistics 

processes of healthcare facilities is a topic that resonates especially 

in developed countries. Such countries have the financial resources 

to analyse and implement smart solutions in these facilities as well 

as the relevant research capacity. 

 

 
Figure 2: Distribution of the number of articles in individual years 

(N=26). 

Source: Authors, (2024). 

 

As regards the type of research, analytical research (17 

papers) dominates over design research (9 papers) where 

artefacts/solutions are proposed. In terms of research approach, 

qualitative methods (16 papers) dominate over quantitative 

methods (10 papers). For this distribution, papers with design 

research were classified under solution evaluation; simulation and 

modelling were classified under quantitative approach; and mixed 

method studies were classified under qualitative approach. The 

quantitative approach was dominated by simulation and modelling, 

and the qualitative approach by case studies. 

Furthermore, this section is divided into three thematic 

areas due to the focus of the paper. This involves identification of 

the problem contexts addressed in the articles, the proposed 

technological solutions and the challenges for future research. 

 

III.1 PROBLEM CONTEXTS ADDRESSED IN THE 

ARTICLES 

Most of the analytical and design-oriented articles address 

specific problem contexts associated with a particular health 

facility or institutional context in a given region. This is matched 

by the use of case studies as the main research strategy in 10 articles 

and the dominance of the use of qualitative research methods. 

Thematically, the authors divided the articles into five areas and an 

example was selected for each area, see Figure 3. 

 
Figure 3: Distribution of the number of articles in identified five 

problem context areas (N=26). 

Source: Authors, (2024). 

 

Area 1: Studies focused on sociotechnical interaction in 

internal logistics, where 10 papers can be classified. An example is 

[8], where the authors use a large-scale qualitative analysis of a 

selected hospital in Brazil and use this to identify seven major 

problems mainly related to social aspects and information flows. 

Area 2: Studies focused on business process reengineering 

connected to technological change, e.g. the transition from 

barcodes to Radio Frequency Identification (RFID) technology, 

where 5 papers can be classified. An interesting example is [9], 

which compares different configurations and technology 

combinations usable for track-and-trace systems and discusses the 

advantages and disadvantages of these configurations. 

Area 3: Studies focused on hospital supply chain 

optimisation, most often using formal models to support 

managerial decision making, where 5 papers can be classified [3] 

present a formal logistics performance measurement framework 

that helps to manage the efficiency of particular logistics processes. 

Area 4: Studies focused on analysis and comparison of 

different technological solutions (e.g. use of different readers) or 

proof of IT concept, where 3 papers can be classified. Careddaa et 

al. [10] compare the performance of inlays, fixed and handheld 

RFID readers in selected supply chain processes.  

Area 5: Studies focused on how IT systems could 

collaborate to improve medicines management and reduce logistics 

cost, where 3 papers can be classified. [11] focused on 

identification of the main inefficiencies in internal logistics 

processes and offers RFID-based solutions to solve these problems. 

 

III.2 PROPOSED SOLUTIONS 

Engineering approaches bring solutions to problem contexts 

in the form of a designed artefact. For the articles found, the 

artefacts can be divided into two types that highlight two distinct 

approaches to the solution. 

1) Formal approaches focusing on models and 

algorithms: These solutions are mainly used for decision-making 

support in logistics management [3], [12], [13], [14]. Most often, it 

involves modelling and simulation in order to support internal 

logistics. With the development and new possibilities to automate 

internal logistics processes, where big data is collected, new 
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opportunities arise to optimise these sociotechnical systems using 

artificial intelligence approaches and formal models. An example 

is the creation of an ensemble model combining artificial neural 

network and particle swarm optimisation [15] in order to reduce 

the costs of health facilities and increase the serviceability in 

logistics. The optimisation of autonomous logistics systems is also 

addressed by the design of an algorithm [16] that aims to solve the 

fleet sizing and routing problem with synchronisation for 

automated guided vehicles with dynamic demands. 

2) Sociotechnical approaches aiming at designing 

frameworks: This output represents realistic or conceptual 

guidelines that serve as support for implementation. The 

frameworks found describe business process reengineering in the 

context of RFID implementation [17], [18]. They aim to facilitate 

the transition of health facilities to RFID, whether this involves 

stand-alone or hybrid deployments.  

However, some papers have looked at instantiating a 

solution that is already in use in practice [19], [20] in order to 

improve it – particularly the life cycle of pharmaceutical products. 

In addition to the aforementioned frameworks focused on business 

process reengineering, approaches can also be found with respect 

to a specific solution implementation and focusing on a holistic 

process view (including processes and activities, organisational 

structure, technology). An example is a study [21] that aims to 

reduce the number of errors in the particular logistics warehouse.  

 

III.3 CHALLENGES FOR FUTURE RESEARCH 

Improving and optimising logistics processes in health 

facilities ideally brings two main benefits: improved patient care 

and reduced costs of operating the health facility. Therefore, even 

suggestions for future research mention the need to continuously 

explore the potential of using new IT to improve patient care and 

to provide more evidence on the appropriateness of using certain 

metrics to manage logistics processes across process types, 

organisational boundaries, and regions [3], [19], [22]. This can be 

achieved by preparing review articles focused on the evaluation 

and comparison of proposed solutions, especially in the internal 

logistics of health facilities. These articles can focus on the 

identification of beneficial and negative factors that influence 

health care performance aspects [14]. 

The deployment of IT solutions in this kind of organisations 

brings certain issues and encounters organisational constraints. 

Any technological change alters the organisational dynamics and 

is inherently complex. Therefore, evaluating the economic benefits 

associated with a particular technological configuration and the 

cost of adoption in an organisation is also difficult. Therefore, a 

seemingly never-ending job of hospital managers is to compare 

different technological configurations and their economic benefits. 

In this context, for instance, Moatari-Kazerouni and Bendavid [18] 

suggest conducting a detailed cost analysis to assess the operational 

cost of implementing the RFID technology for further research. 

However, any "reduction in the time dedicated to logistics 

processes or associated errors at the health care departments is a 

contribution to enhance the health care provided" [21]. 

In addition to focusing on the technological component of 

sociotechnical systems in healthcare organisations, it is also 

necessary to examine the social aspects. Human factors in 

particular have been little researched in healthcare logistics [22]. 

Therefore, further research should focus less on technology and 

more on organisational issues [23]. In particular, papers from the 

last 5 years highlight the need for a sociotechnical perspective 

especially in the provision of internal logistics.  

The possibilities of processing data collected by different 

systems in hospitals can also help with the optimisation of logistics 

processes. To this end, it is advisable to base the design of data 

processing on “real success cases, and analyse the causal links 

between the analytics capabilities and the organisational benefits” 

[23]. 

In the area of designing models to support managers' 

decision-making and optimising the hospital supply chain, further 

research should focus in particular on the comparison of the 

proposed models [13]. Furthermore, it is advisable to incorporate 

more into the models both subjective and objective weight 

assessments of the criteria. In other words, more use of subjective 

stakeholder ratings could be used as additional criteria or inputs to 

analytical models for effective decision-support systems [3]. 

 

IV. DISCUSSION AND CONCLUSION 

The results presented in this overview show the approaches 

applied to improve logistics processes in health facilities. At least 

brief focus has been given to the technological aspects where high 

persistence of the use of previously implemented technologies can 

be observed. 

In particular, the articles mention the use of technologies 

built on barcodes and RFID for monitoring medical inventories and 

equipment. At the same time, more advanced technologies can be 

found such as Ultra-Wide Band (UWB), which not only allows its 

use in the internal logistics of hospitals, but also in the monitoring 

of the patient's health condition or their movement inside the 

building [24], [25]. Although UWB was mentioned two decades 

ago as a technology to change many sectors including healthcare, 

this has not yet happened according to the authors' findings. 

Blockchain is also waiting for its greater deployment in practice, 

which increases the trustworthiness of the activities performed 

[26]. The healthcare sector is very rigid in this regard.  

It can be stated that some authors [21], [27] focus on errors 

and issues in the field of logistics processes in health facilities to 

identify obstacles and barriers to logistic logistics management 

implementation in the medical supplies department and thereby 

improve the relevant processes. Nevertheless, no publication that 

would include in its proposal a solution regarding exception 

handlings related to the processes of internal logistics of health 

facilities was found. Exceptions are unexpected or unplanned 

events that can affect or completely interrupt processes. In a 

healthcare logistics environment, they can impact quality of care, 

patient safety, and healthcare costs. This could be, for example, the 

missing RFID of the medicine when sending it to the department, 

the failure of the automatic filer of the central pharmacy, or the 

failure of Wi-Fi during the scanning of the barcode when receiving 

medicines in the department. Exception handling should, therefore, 

be part of the analysis of the implementation of new technologies, 

the preparation of staff training and part of the monitoring after 

implementation. In the supply chain management environment, 

exceptions handling is an important part of the proposed track 

system [28]. For the logistics environment in general, a system 

proposal was presented to support end users in solving exceptions. 

The system can also help revise existing processes based on the 

most frequent exceptions. This is also a promising direction for 

further research. 

In conclusion, there is a rapidly growing interest among 

researchers in improving internal logistics in health facilities, 

especially in developed countries. Qualitative approach dominates 

the research. Nevertheless, theorising and building a theoretical 

base in this area remains insufficient.  
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The presented overview also has several limitations. The 

authors focused only on international citation databases, so a 

limited number of databases were searched and many regional 

databases were omitted. At the same time, only papers published in 

English were included. All these facts could have led to distorted 

results and conclusions related to the research questions. 
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VI. APPENDIX 

In this Appendix, a list of articles included in this overview 

is presented in Table A1. The authors also prepared an online 

appendix, where more details on individual articles regarding the 

research methodology, identified issues or article aim, 

technological solution of the problem context, results, and 

challenges for future work can be found. The online appendix can 

be found at https://doi.org/10.5281/zenodo.xxx  

 

Table 3: Articles included in the overview. 

Authors Year Title Country*  Research type 

Ritchie 

et al. 2000 

The benefits of reverse 

logistics: the case of the 

Manchester Royal 

Infirmary Pharmacy UK 

Analytical 

research and 

recommendati

ons 

Eymann 

& 

Morito 2004 

Privacy Issues of 

Combining Ubiquitous 

Computing and Software 

Agent Technology in a 

Life-Critical Environment Germany 

Analytical 

research  

Fenies 

et al. 2006 

A decisional model for 

the performance 

evaluation of the logistic 

process: application to the 

hospital supply chain France 

Design 

research 

Jiao et 

al. 2008 

Hospital Linens Inventory 

Control Re-engineering 

Based on RFID China 

Design 

research 

Su et al. 2011 

Logistics innovation 

process revisited: insights 

from a hospital case study Taiwan 

Analytical 

research  

Romero 2014 

Improving the Logistics 

Operations of the Hospital 

Pharmacy Using a 

Barcode-Rfid 

Identification System Canada 

Analytical 

research  

Hargis 

et al. 2015 

Barriers to Administering 

Intravenous Tissue 

Plasminogen Activator 

(tPA) for Acute Ischemic 

Stroke in the 

Emergency Department: USA 

Analytical 

research  

Authors Year Title Country*  Research type 

A Cross-Sectional Survey 

of Stroke Centers 

Pinna et 

al. 2015 

The drug logistics 

process: an innovative 

experience Italy 

Analytical 

research  

Romero 

& 

Lefebvr

e 2015 

Combining barcodes and 

RFID in a hybrid solution 

to improve hospital 

pharmacy logistics 

processes Canada 

Analytical 

research  

Dursun 2016 

Evaluation of Agile 

Suppliers Using Fuzzy 

MCDM Approach Turkey 

Analytical 

research  

Caredda

a et al. 2016 

RFID technology for 

blood tracking: An 

experimental approach for 

benchmarking different 

devices Italy 

Analytical 

research  

Moatari-

Kazerou

ni & 

Bendavi

d 2017 

Improving logistics 

processes of surgical 

instruments: case of RFID 

technology USA 

Analytical 

research  

Longara

ya et al. 2017 

Using MCDA to evaluate 

the performance of the 

logistics process in public 

hospitals: the case of a 

Brazilian teaching 

hospital Brazil 

Analytical 

research  

Feibert 

et al. 2017 

Benchmarking healthcare 

logistics processes – a 

comparative case study of 

Danish and US hospitals Denmark 

Analytical 

research  

Moons 

et al. 2019 

Performance indicator 

selection for operating 

room supply chains: An 

application of ANP Belgium 

Analytical 

research  

Dusselje

e-Peute 

et al. 2019 

The Value of Radio 

Frequency Identification 

in Quality Management of 

the Blood Transfusion 

Chain in an Academic 

Hospital Setting Netherlands 

Analytical 

research  

Feibert 

& 

Jacobse

n 2019 

Factors impacting 

technology adoption in 

hospital bed logistics Denmark 

Analytical 

research  

Ham et 

al. 2020 

Identifying integration 

and differentiation in a 

Hospital’s logistical 

system: a social network 

analysis of a case study Netherlands 

Analytical 

research  

Bygstad 

et al. 2020 

Developing and 

Organizing an Analytics 

Capability for Patient 

Flow in a General 

Hospital Norway 

Analytical 

research  

Reis et 

al. 2021 

Lessons from a Surgical 

Center 

SatelliteWarehouse in a Brazil 

Analytical 

research  
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Authors Year Title Country*  Research type 

Large Brazilian Public 

Hospital 

Sirisawa

t & 

Hasacho

o 2021 

The Exploration and 

Investigation of Logistics 

Processes and Barriers for 

Medical Supplies 

Department: 

A case of Thai Public 

Hospital Thailand 

Analytical 

research  

Lopez et 

al. 2022 

Evaluating interaction 

between internal hospital 

supply chain performance 

indicators: a rough 

DEMATEL-based 

approach Canada 

Analytical 

research  

Zhou 2022 

The overall framework 

design of automatic 

logistics system using a 

hybrid ANN-PSO model 

China, 

Malaysia 

hospitals 

Design 

research 

Aziez et 

al. 2022 

Fleet Sizing of Healthcare 

Automated Guided 

Vehicles Canada 

Design 

research 

Rochaa 

& 

Regob 2023 

Reorganisation of the 

internal storage and 

distribution logistics in a 

hospital 

Europe, 

Portugal 

Exploratory 

and design 

research 

Cappell

e et al. 2023 

Automated and 

Interference-Free 

Inventory Solution using 

Energy-Neutral BLE Tags Belgium 

Experimental 

study and 

design research 

Source: Authors, (2024). 

VII. REFERENCES 

 
[1] Moons K, Waeyenbergh G, Pintelon L. Measuring the logistics performance of 

internal hospital supply chains – A literature study. Omega. 2019;82:205–17.  

 
[2] Guest DE. The sociotechnical approach to work organization. Oxford Research 

Encyclopedia of Psychology. 2022 Sep 15; 

doi:10.1093/acrefore/9780190236557.013.905 
 

[3] Moons K, Waeyenbergh G, Pintelon L, Timmermans P, De Ridder D. 

Performance indicator selection for operating room supply chains: An application 
of ANP. Operations Research for Health Care. 2019 Dec 1;23:100229.  

 

[4] Feibert, D. C., Andersen, B., & Jacobsen, P. (2017). Benchmarking healthcare 
logistics processes – a comparative case study of Danish and US hospitals. Total 

Quality Management and Business Excellence, 30(1–2), 108–134.  
 

[5] Von Eiff W. Quality management - Drug logistic and pharmacotherapy as 

critical success factors. Krankenhauspharmazie. 2009;30:411-15. 
 

[6] Page MJ, McKenzie JE, Bossuyt PM, Boutron I, Hoffmann TC, Mulrow CD, et 

al. The PRISMA 2020 statement: an updated guideline for reporting systematic 
reviews. BMJ 2021;372:n71. 

 

[7] Da Cunha Reis A, Oliveira RP, Ferreira LAF, De Souza CG. Lessons from a 
Surgical Center Satellite Warehouse in a Large Brazilian Public Hospital. 

Healthcare. 2021 Mar 8;9(3):297. 

 
[8] Romero A, Lefebvre E. Combining barcodes and RFID in a hybrid solution to 

improve hospital pharmacy logistics processes. International Journal of Information 

Technology and Management. 2015 Jan 1;14(2/3):97.  
 

[9] Caredda V, Orrú PF, Romagnoli G, Volpi A, Zedda F. RFID technology for 

blood tracking: An experimental approach for benchmarking different devices. 
International Journal of RF Technologies. 2016 Sep 13;7(4):209–28. 

[10] Romero A. Improving the logistics operations of the hospital pharmacy using 

a Barcode-RFID identification system. In: Transactions on Engineering 

Technologies. 2014; Dordrecht: Springer. p. 733–47. 
 

[11] Alexandre C., Féniès P., Rodier S. A decisional model for the performance 

evaluation of the logistic process: Application on consultation ambulatory unit of a 
hospital supply. In: 4th International Industrial Simulation Conference 2006. 2006; 

EUROSIS. p. 459-63. 

 
[12] Longaray A, Ensslin L, Ensslin S, Alves G, Dutra A, Munhoz P. Using MCDA 

to evaluate the performance of the logistics process in public hospitals: the case of 

a Brazilian teaching hospital. International Transactions in Operational Research. 
2017 Feb 15;25(1):133–56. 

 

[13] Lopez DS, Garshasbi M, Kabir G, Bari ABMM, Ali SM. Evaluating interaction 
between internal hospital supply chain performance indicators: a rough-

DEMATEL-based approach. International Journal of Productivity and Performance 

Management. 2021 Aug 13;71(6):2087–113.  
 

[14] Zhou Y. The overall framework design of automatic logistics system using a 

hybrid ANN-PSO model. Engineering With Computers. 2021 Apr 16;38(S3):2515–
31. 

 

[15] Aziez I, Côté JF, Coelho LC. Fleet sizing and routing of healthcare automated 
guided vehicles. Transportation Research Part E Logistics and Transportation 

Review. 2022 May 1;161:102679. 

 
[16] Jiao Y-Y., Zhen Y-W., Jiao R-J. Hospital Linens Inventory Control Re-

engineering Based on RFID. In: 2008 IEEE Conference on Cybernetics and 

Intelligent Systems. 2008; IEEE. p. 612-7. 
 

[17] Moatari-Kazerouni A, Bendavid Y. Improving logistics processes of surgical 

instruments: case of RFID technology. Business Process Management Journal. 2017 
Apr 3;23(2):448–66.  

 

[18] Pinna R, Carrus PP, Marras F. The drug logistics process: an innovative 
experience. The TQM Journal. 2015 Mar 9;27(2):214–30. 

 

[19] Ritchie L, Burnes B, Whittle P, Hey R. The benefits of reverse logistics: the 
case of the Manchester Royal Infirmary Pharmacy. Supply Chain Management an 

International Journal. 2000 Dec 1;5(5):226–34.  

 

[20] Rocha LA, Rego N. Reorganisation of the internal storage and distribution 

logistics in a hospital. Procedia Computer Science. 2023 Jan 1;219:1357–64. 
 

[21] Feibert DC, Jacobsen P. Factors impacting technology adoption in hospital bed 

logistics. The International Journal of Logistics Management. 2019 Feb 
11;30(1):195–230. 

 

[22] Bygstad B, Øvrelid E, Lie T, Bergquist M. Developing and organizing an 
analytics capability for patient flow in a general hospital. Information Systems 

Frontiers. 2019 May 4;22(2):353–64.  

 
[23] Jiang S, Skibniewski MJ, Yuan Y, Sun C, Lu Y. Ultra-Wide Band Applications 

in Industry: A Critical Review. Journal of Civil Engineering and Management. 2011 

Sep 20;17(3):437–44. 
 

[24] Pan, J. Medical Applications of Ultra-WideBand (UWB). 2008 Technical 

Report, Washington University; 2008 [cited 2024 Jul 23]. Available from: 
https://www.cse.wustl.edu/~jain/cse574-08/ftp/uwb.pdf 

 

[25] Xia X, Lin X, Dong W, He Z. Design of traceability system for medical devices 

based on blockchain. Journal of Physics Conference Series. 2019 Oct 

1;1314(1):012067.  

 
[26] Sirisawat P., Hasachoo N. The Exploration and Investigation of Logistics 

Processes and Barriers for Medical Supplies Department: A case of Thai Public 

Hospital. In: Proceedings of the International Conference on Industrial Engineering 
and Operations Management. 2021; IEOM. p. 2287–93. 

 

[27] Woo SH, Choi JY, Kwak C, Kim CO. An active product state tracking 
architecture in logistics sensor networks. Computers in Industry. 2009 Apr 

1;60(3):149–60. 

 
[28] Montani S. Prototype-based management of business process exception cases. 

Applied Intelligence. 2009 Feb 9;33(3):278–90.. 

 

 

Page 201



Journal of Engineering and Technology for Industrial Applications 
 

ITEGAM-JETIA 
 

Manaus, v10. n.50, p. 202-210. November/ December., 2024. 

DOI: https://doi.org/10.5935/jetia.v10i50.1324 
 

 

RESEARCH ARTICLE                                                                                                                                             OPEN ACCESS 

 

 

Journal homepage: www.itegam-jetia.org 

 

ISSN ONLINE: 2447-0228  

IMPLEMENTATION OF IOT IN IMPROVING THE EFFICIENCY OF 

HOSTAGE RELEASE OPERATIONS WITH THE QHBM METHOD 

Dekki Widiatmoko1, Kasiyanto2, and Mokhammad Syafaat3  

1,2,3 Department of Electrical Engineering, Faculty of Enggineering, Army Polytechnic, Batu, East Java, Indonesia. 

1http://orcid.org/0009-0009-8510-3925 , 2http://orcid.org/0009-0008-6483-5900 , 3http://orcid.org/0009-0001-6675-912X  

Email: dekki101067@gmail.com, kasiyanto@poltekad.ac.id, syafaatarh96@poltekad.ac.id 

ARTICLE INFO  ABSTRACT 

Article History 

Received: October 08, 2024 

Revised: October 30, 2024 

Accepted: November 10, 2024 

Published: December 31, 2024  
 

 
 

In an increasingly complex security context, hostage release operations require innovative 

strategies to improve efficiency and safety. This article discusses the application of Internet 

of Things (IoT) technology and the Queen Honey Bee Migration (QHBM) method in 

improving the effectiveness of these operations. Conventional methods often face 

drawbacks, such as a lack of direct monitoring and limited communication. This study 

proposes the use of QHBM algorithms for optimizing troop deployment and resource 

allocation based on real-time data from IoT. This study uses quantitative and simulation 

approaches to evaluate the effectiveness of QHBM in the management of rescue operations. 

The results of the analysis show that QHBM is more efficient in energy consumption and 

bandwidth usage, reducing energy consumption by up to 10% compared to conventional 

methods. QHBM also shows improved connectivity stability with stronger signals at more 

distant nodes. With these optimizations, QHBM successfully extends the life of battery-

based devices and supports more nodes without network congestion. These findings show 

that the application of QHBM in IoT resource management can improve communication 

quality and operational efficiency, providing practical guidance for professionals in the 

military, law enforcement, and crisis management.  
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I. INTRODUCTION 

In a world full of uncertainty and risk, hostage release 

operations represent a security challenge that requires innovative 

and effective solutions [1]. The key to success in this type of 

operation lies in the ability to respond quickly and precisely, while 

minimizing the risk to the hostages and rescue teams [2]. The 

conventional method of hostage release operations has several 

weaknesses, such as lack of direct monitoring, limited 

communication in remote areas, and difficulties in predicting 

hostage behavior [3], [4], [5]. All of these weaknesses can be 

overcome by the application of IoT technology and QHBM methods 

to improve accuracy, communication, and predictive analytics. The 

conventional approach to hostage release generally uses direct 

military tactics, manual negotiations, and situational assessments 

that are often based on limited intelligence [6], [7]. This method 

relies on slow information, suboptimal communication, and 

difficulty predicting the actions of the hostage, especially in 

unexpected or hard-to-reach terrain [8]. These limitations increase 

the risk for hostages and rescue teams, so it is necessary to update 

the strategy by utilizing technologies such as IoT and predictive 

methods such as QHBM to improve real-time monitoring, 

communication, and analysis of the situation [9]. 

The conventional method of hostage release operations has 

several weaknesses, such as lack of direct monitoring, limited 

communication in remote areas, and difficulties in predicting 

hostage behavior. All of these weaknesses can be overcome by the 

application of IoT technology and QHBM methods to improve 

accuracy, communication, and predictive analytics. The 

conventional approach to hostage release generally uses direct 

military tactics, manual negotiations, and situational assessments 

that are often based on limited intelligence. This method relies on 

slow information, suboptimal communication, and difficulty 

predicting the actions of the hostage, especially in unexpected or 

hard-to-reach terrain. These limitations increase the risk for 

hostages and rescue teams, so it is necessary to update the strategy 

by utilizing technologies such as IoT and predictive methods such 

as QHBM to improve real-time monitoring, communication, and 
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analysis of the situation recent technological developments, 

particularly in the areas of the Internet of Things (IoT) and nature-

inspired computing, offer new opportunities to improve the 

efficiency and effectiveness of hostage release operations [10]. 

Taking inspiration from natural phenomena, in particular the 

organized and efficient migration strategy of honey bees, this study 

proposes the use of the Queen Honey Bee Migration (QHBM) 

Algorithm as a tool to optimize troop placement and resource 

allocation [11]-[13]. 

QHBM algorithms allow for adaptation and flexibility in 

troop placement and resource management, taking advantage of the 

real-time data provided by IoT technologies by utilizing 

computational models inspired by the migration of honeybee 

queens, this approach aims to create a more responsive and dynamic 

operational strategy [14], [15]. The main objective of this study is 

to explore how the integration of advanced technologies and natural 

principles can bring about a paradigm shift in the execution of 

hostage rescue operations, potentially enhancing mission success 

[16]. 

Through detailed analysis and simulation, this study seeks to 

show how the application of QHBM can facilitate strategic 

decision-making in highly stressful and uncertain situations [13]. It 

underscores the importance of innovation and adaptation in the face 

of modern security challenges, and offers valuable insights for 

professionals in the military, law enforcement, and crisis 

management [15]-[17]. Thus, this research not only contributes to 

the academic literature but also offers practical guidance for the 

implementation of more effective and efficient hostage release 

strategies [18]-[20].  

Research related to the Queen Honey Bee Migration 

(QHBM) algorithm and its application in tactical operations, such 

as hostage release, has been the focus of several studies. Several 

previous studies have discussed the use of optimization algorithms 

in military and security contexts, especially in terms of resource 

allocation and real-time data-driven decision-making.  

Solving Multi-Objective Resource Allocation Problem 

Using Multi-Objective Binary Artificial Bee Colony Algorithm by 

Acar & Basçiftçi in 2021 [12]. The multi-objective binary artificial 

bee colony algorithm effectively solves multi-objective resource 

allocation problems with higher accuracy and fewer evaluations 

compared to other algorithms. 

IoT Resource Allocation and Optimization Based on 

Heuristic Algorithm by Sangaiah et al in 2020 [21]. The whale 

optimization algorithm (WOA) effectively optimizes IoT resource 

allocation and scheduling, reducing total communication cost 

compared to other existing algorithms. 

Adaptive Decision Method in C3I System by [22]. The 

adaptive decision method based on parallel computing and 

optimization theory effectively generates online trade-off strategies 

for command and control scenarios, ensuring dynamic response to 

environmental changes and task changes in the C3I system. 

Mission success probability optimization for phased-mission 

systems with repairable component modules by [23]. The 

importance measure-based ACO (IMACO) algorithm effectively 

optimizes mission success probability in phased-mission systems 

with repairable component modules, maximizing performance 

while maintaining cost constraint. 

Increasing the efficiency of hostage rescue strategies can be 

done by increasing the resources and adaptive capabilities of the 

methods used so that the number of hostages rescued is maximized 

with minimal losses [24], [25]. This study aims to increase the 

efficiency of hostage rescue operations by implementing the Queen 

Honey Bee Migration (QHBM) algorithm, which is expected to 

speed up response time, optimize resource allocation and increase 

mission success rates through more efficient and adaptive 

operational strategies. 

 

II. RESEARCH METHODS 

 

This study adopts quantitative and simulation approaches to 

evaluate the effectiveness of the Queen Honey Bee Migration 

(QHBM) Algorithm in optimizing troop deployment and IoT 

resource allocation in hostage rescue operations. This research is 

divided into several main stages, namely model development, 

operational simulation, and result analysis [26], [27]. 

The model adapts the operational scheme to an increasing 

number of military personnel, demonstrating how any personnel 

can be effectively deployed for hostage liberation, with the support 

of IoT technology and coordination from the command center [28]. 

 

 
Figure 1: Hostage-Free Design Models of Each Location. 

Source: Authors, (2024). 

 

Figure 1 explains the City Operations Map which is still 

displayed with a gray line, the hostage locations are still marked 

with red dots, there are now 5 military personnel, each marked with 

a blue dot, the release route (dashed green line) now connects each 

military personnel to the nearest hostage location, the number of 

devices increases according to the number of military personnel, 

indicated by orange symbols, the location and function of the 

command center remains the same, marked in purple, and 

additional text explains the symbols and functions.  

In the initial stage, researchers developed a computational 

model underlying the QHBM Algorithm, combining the principles 

of honeybee migration with the operational mechanics of special 

forces and IoT technology. This model is designed to optimize 

resource distribution and troop deployment based on variables such 

as hostage location, enemy presence, and environmental conditions 

[20], [24], [25]. 
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Figure 2: Resource Availability Design Model. 

Source: Authors, (2024). 

 

Figure 2 explains the military personnel Indicated by a blue 

box, and each unit is labeled from Unit 1 to Unit 5, IoT Resources 

shown with orange circles, each for 'Drone', 'Sensor', and 

'Communication'. Dotted lines connect each military unit to each 

type of IoT resource, symbolizing the potential use of resources by 

each unit. 

From Figure 2, the researchers integrated IoT resources, 

with 5 Devices attached to 5 military personnel and other 

communication systems, into the model to provide real - time data 

about the operating environment. This data is used by algorithms 

to make strategic decisions about troop placement and movement. 

The simulation was conducted in a virtual environment 

created to simulate the scenarios of various hostage rescue 

operations. Each simulation focuses on a specific scenario, with 

variables set to test the effectiveness of the allocation and 

placement strategies generated by QHBM. Parameters such as 

response time, hostage safety, and mission success are measured to 

evaluate the performance of the algorithm. 

The results of the simulation were then analyzed to assess 

the performance of QHBM in various scenarios. This analysis 

involves a comparison between the results of operations using 

conventional strategies and strategies optimized by QHBM. 

Assessment criteria include time efficiency, successful hostage 

release, and operational risk reduction. The Queen Honey Bee 

Migration (QHBM) Algorithm Design as a concept in IoT research 

is shown in the image below. 

 

 
Figure 3: Design of the Queen Honey Bee Migration (QHBM) 

Algorithm as a concept in IoT research. 

Source: Authors, (2024). 

 

Figure 3 describes the military personnel & hostage location 

which explains the main aspects of the operation, namely the 

location of the hostages and the military personnel involved. Proper 

placement of personnel and mapping of hostage positions are very 

important because this information determines the strategy to be 

used in releasing the hostages. 

The IoT resources section describes the various Internet of 

Things (IoT) resources used during the operation. IoT provides 

connected devices and sensors to monitor environmental 

conditions in real-time, as well as provide critical data on the 

position, signal, and condition of hostages and victims. The QHBM 

algorithm in this section explains the process of the QHBM 

algorithm which is responsible for optimizing resource usage. This 

algorithm helps in formulating operational strategies by adjusting 

IoT resources and optimizing the placement of military personnel 

to achieve better results. The implementation of this algorithm uses 

several stages such as exploration, evaluation & selection, 

adaptation and optimization. 

Exploration at the initial stage of QHBM collects data on 

environmental and operational conditions. The information 

collected, such as enemy positions, hostages, and evacuation 

routes, is used to plan the next strategy. Evaluation & Selection 

where at this stage, the QHBM algorithm analyzes data from the 

exploration phase and selects the most effective strategy and 

resources based on environmental conditions and operational 

objectives. The adaptation stage of the QHBM algorithm adapts the 

operational approach according to environmental dynamics and 

feedback received during the operation. The strategy can change if 

the situation on the ground changes, such as hostage relocation or 

enemy movement. The stage ends with optimization where QHBM 

finds the best solution that suits the operational objectives, namely 

to safely release the hostages. This algorithm optimizes the 

efficiency of resource usage by considering existing constraints, 

such as energy, bandwidth, and time. 

This research was conducted with parameters on the IoT 

network model with n movable nodes. As shown in table 1 below. 

 

Table 1: Parameters for an IOT Network Model With N Movable 

Nodes, Based on The Given Description. 

Not. 

Nod

e (i) 

Po

sisi 

(Xi

,1, 

Xi,

2) 

Ene

rgy 

Con

sum

ptio

n 

(Ei) 

Band

width 

Usage 

for 

RSSI 

(Bi,R

SSI) 

Indivi

dual 

Purp

ose 

Funct

ion 

(fi) 

Energy 

Consu

mption 

Limita

tion 

(Ei ≤ 

Emax) 

Bandwid

th Limit 

for 

RSSI 

(Bi,RSS

I ≤ 

BRSSI,

max) 

Position or 

Location 

Constraint 

(Xi, 12 + 

Xi, 22 ≤ 

Rmax2) 

1 

(Xi

,1,

1, 
Xi,

2,1

) 

E1 

Bi, 

RSSI

1 

fi1 
E1 ≤ 
Emax 

Bi, 

RSSI1  ≤  
BRSSI,

max 

Xi, 1,12 + 

Xi, 2,12 ≤ 

Rmax2 

2 

(Xi

,1,

2, 
Xi,

2,2

) 

E2 

Bi, 

RSSI

2 

FI2 
E2 ≤ 
Emax 

Bi, 

RSSI2  ≤  
BRSSI,

max 

Xi, 1,22 + 

Xi, 2,22 ≤ 

Rmax2 

3 n En 
Bi, 

RSSI

n 

Fin 
E3 ≤ 

Emax 

Bi, 

RSSIn  ≤  

BRSSI,
max 

Xi, 1,n2 + 
Xi, 2,n2 ≤ 

Rmax2 

Source: [38].  

 

Table 1 provides an overview of the attributes and 

constraints of each node in the movable IoT network model. For 
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each ith node, position (Xi,1, Xi,2) is a coordinate or location in a 

two-dimensional plane. 

 

𝑑1 = √(Xi, 1 − Xo, 1)2 + (Xi, 2 − Xo, 2)2  (1) 
 

X0,1 and X0,2 are the center or reference coordinates and 

energy consumption (Ei) is the energy consumption generated by 

the i-th node. 
 

Ei =  Ptx⋅ 𝑑𝑖2+ Prx ⋅ Bi                      (2) 

 

Ptx⋅𝑑𝑖2 is a component that measures the energy spent on 

data transmission over a distance because transmission energy is 

usually proportional to the square of the distance, a factor is used 

𝑑𝑖2. Prx⋅Bi is a component that measures the energy spent on data 

transmission over a distance because transmission energy is usually 

proportional to the square of the distance, a factor is used. 

                         Bi,RSSI = k⋅(RSSImax−RSSIi)                       (3) 

 

Bi, RSSI is the bandwidth allocated to node i in Hz or Mbps. 

While k is a scale factor that is adjusted based on the network 

settings or communication technology used. RSSImax as the 

maximum or reference RSSI value (usually, −30dBm is considered 

a very strong signal). And RSSIi as the actual RSSI value received 

by node i. Furthermore, the individual objective function (fi) is the 

value of the individual objective function for node i obtained by the 

formula. 

 

    fi=w1⋅
1

𝐸𝑖
+w2⋅

1

𝐵𝑖
+w3⋅

1

𝑑𝑖
+w4⋅Kualitas Sinyal (RSSI)          (4) 

 

Ei is the energy consumption at node i, Bi as the bandwidth 

usage at node i, di as the distance of node i to the center or target. 

Signal quality (RSSI) is a measurement of the signal at node i, 

usually in dBm and w1,w2,w3,w4 as coefficients that determine 

how important each parameter is to the objective function. The 

value of w can be determined based on operational priorities, such 

as energy efficiency is more important than bandwidth usage. 

 

(Ei ≤ Emax)                                         (5) 

(Bi, RSSI ≤ BRSSI, maks)                             (6) 

𝑋𝑖, 12 + 𝑋𝑖, 22 ≤  𝑅𝑚𝑎𝑥2                                (7) 

 

The restrictions include energy consumption restrictions, 

bandwidth restrictions for RSSI and position or location 

restrictions used must meet the requirements in accordance with 

equation 5-7. 

 

III. RESULT AND DISCUSSIONS 

III.1 RESULT 

Data generated from a BLE Beacon device detected on 

August 29, 2024. Each entry in the data shows the time, type, and 

various sensor parameters. Here are the key elements recorded: 

 

1. Data is taken every few seconds, starting from 13:04:38 to 

14:29:57. 

2. The beacon used has a unique ID (example: 00050001-0000-

1000-8000-00805F9B0131). 

3. There is some sensor data that shows environmental 

conditions, including temperature conditions covering a 

temperature range that varies from 20.4°C to 23.8°C. 

Humidity conditions range from 57% to 71%. 

4. There is raw data in hexadecimal format that may contain 

additional information about the condition or status of the 

beacon. 

5. The RSSI (Received Signal Strength Indicator in dBm) value 

indicates the strength of the beacon signal, ranging from -79 

dBm to -59 dBm, which gives an indication of how far the 

beacon is from the receiver. 

6. The estimated distance to the beacon varies, ranging from 2.24 

m to 10 m, which can be used for location analysis. 

Table 2 is used for analysis and decision making in the 

context of beacon network management, where assessing the 

performance of each node is important in determining which nodes 

are the most efficient and effective in network operations. 

 

 

Tabel 2: Best 5 Beacon Data. 

Not. Node 

(i) 

Posisi (Xi,1, 

Xi,2) 

Energy 

Consumption (Ei) 

Bandwidth 

Usage for RSSI 

(Bi,RSSI) 

RSSI Distance Average 

1 (10, 20) 50 10 -85 4.5 -40.25 

2 (15, 25) 60 12 -80 4.0 -38.00 

3 (30, 35) 70 14 -75 3.5 -35.75 

4 (25, 40) 65 13 -70 3.0 -33.50 

5 35, 45) 75 15 -65 2.5 -31.25 

Source: Authors, (2024). 

 

The table above shows data on the 5 best beacon nodes 

based on several parameters, namely position, energy 

consumption, bandwidth usage for RSSI (Received Signal Strength 

Indicator), RSSI value, distance, and average value. 

Not. Node (i) in the table is a sequence number indicating 

the identification of each beacon node in the list, position (Xi,1, 

Xi,2) is the coordinate column of the position of each beacon node 

in the format (X, Y). For example, node 1 is at position (10, 20). 

Energy Consumption (Ei) shows the amount of energy consumed 

by each beacon node. Node 1 consumes 50 units of energy, while 

node 5 consumes 75 units of energy. 

Bandwidth Usage for RSSI (Bi,RSSI) describes the 

bandwidth usage required to support RSSI measurements at each 

node. For example, node 1 uses 10 units of bandwidth, while node 

5 uses 15 units. RSSI is the value of the signal strength received 

from the beacon node, measured in dBm (decibel-milliwatts). 

Higher values indicate better signal quality. Node 1 has an RSSI of 

-85 dBm, while node 5 has -65 dBm. 

The distance column shows the distance between the beacon 

and the receiver in meters. For example, node 1 is 4.5 meters away 

from the receiver and the average column in the table shows an 

average value that may reflect the overall performance of the 

beacon nodes, but it needs further explanation on how this value is 
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calculated. The average value for node 1 is -40.25, and for node 5 

it is -31.25. 

Table 3 below provides a comprehensive overview of the 

performance of each node in the IoT network. This information can 

be used for better decision making regarding energy management, 

bandwidth usage, and node placement in the network. 

 

 

Table 3: Nominal Data of Research Results (5 Nodes). 

Not. Node 

(i) 

Posisi 

(Xi,1, 

Xi,2) 

Energy 

Consumption 

(Ei) 

Bandwidth 

Usage for 

RSSI 

(Bi,RSSI) 

Individual 

Purpose 

Function (fi) 

Energy 

Consumption 

Limitation (Ei ≤ 

Emax) 

Bandwidth Limit 

for RSSI (Bi,RSSI 

≤ BRSSI,max) 

Position or Location 

Constraint (Xi, 12 + Xi, 

22 ≤ Rmax2) 

1 (10, 20) 50 10 0.5 ≤ 100 ≤ 20 ≤ 1000 

2 (15, 25) 60 12 0.6 ≤ 100 ≤ 20 ≤ 1000 

3 (30, 35) 70 14 0.7 ≤ 100 ≤ 20 ≤ 1000 

4 (25, 40) 65 13 0.65 ≤ 100 ≤ 20 ≤ 1000 

5 35, 45) 75 15 0.75 ≤ 100 ≤ 20 ≤ 1000 

Source: Authors, (2024). 

 

Table 3 presents data from five nodes in an IoT (Internet of 

Things) network. In table 3, the Node number (i) is a unique 

identifier for each node in the network, making it easy to reference 

a particular node. Position (Xi,1, Xi,2) indicates the position 

coordinates of each node in the format (X, Y). For example, node 

1 is located at position (10, 20). Energy Consumption (Ei) 

describes the amount of energy used by each node. For example, 

node 1 consumes 50 units of energy, while node 5 uses 75 units of 

energy. Bandwidth Usage for RSSI (Bi,RSSI) indicates the amount 

of bandwidth used for RSSI measurements. Node 1, for example, 

uses 10 units of bandwidth. Individual Objective Function (fi) 

reflects the specific objectives of each node, with values indicating 

the effectiveness or efficiency of its function. For example, node 1 

has a function value of 0.5. Energy Consumption Constraint (Ei ≤ 

Emax) indicates that the energy consumption of each node must be 

less than or equal to a predetermined maximum value (Emax), 

which in this table is 100 for all nodes. Bandwidth constraint for 

RSSI (Bi,RSSI ≤ BRSSI,max) states that the bandwidth usage for 

RSSI of each node must not exceed the maximum limit 

(BRSSI,max), which is set to 20 for all nodes. 

Position or Location constraint (Xi,1² + Xi,2² ≤ Rmax²) 

states that the position of each node must be within a certain 

maximum range (Rmax). In this table, Rmax² is set to 1000 for all 

nodes, ensuring that the sum of the squares of the coordinates of 

the node positions does not exceed that value. 

 

 
Figure 4: Parameters in IoT Network Model. 

Source: Authors, (2024). 

 

Figure 4 above is a visualization of an IoT network with 

moving nodes where. Each node is labeled with information about 

the Objective Function (F), Energy Consumption (E), and 

Bandwidth Usage (B). The connecting lines indicate the 

connections between nodes in the network. 

The following are the steps for implementing the Queen 

Honeybee Migration Algorithm (QHBM) in optimizing hostage 

release operations, especially in terms of troop deployment and IoT 

resource allocation, as well as its comparison with conventional 

methods. The data provided will be used to create a table that 

includes a comparison between conventional methods and methods 

optimized with QHBM. 

The Initial Population (Node) on each node in the IoT 

network shown in the table is a candidate solution. In this case, there 

are five nodes that are the objects of optimization. The fitness 

function for this optimization includes several important 

parameters, such as Energy consumption (Ei), bandwidth usage for 

RSSI (Bi, RSSI), RSSI value (signal strength), distance between 

node and receiver and location constraints (The node position must 

be within a predetermined range), the goal of optimization is to 

minimize energy consumption and bandwidth usage, while 

maximizing the RSSI value and minimizing the distance between 

node and receiver. In this algorithm, the queen bee (optimal node) 

mates with drones (other candidate solutions). The offspring 

solutions are evaluated based on a fitness function and the best 

performing one is selected. The node with the best fitness value is 

selected for migration to the next iteration. Nodes with low 

performance are ignored. The algorithm continues to update the 

solution until convergence is achieved, where the optimal solution 

(best node and resource arrangement) is found. Comparison with 

conventional methods is shown in Table 4. 

 

Table 4: Comparison with Conventional Methods. 

Parameters Node 1 Node 2 Node 3 Node 4 Node 5 

Energy 

Consumption 

(Ei) 

50 60 70 65 75 

Bandwidth 

(Bi,RSSI) 
10 12 14 13 15 

RSSI (dBm) -85 -80 -75 -70 -65 

Distance 

(Meters) 
4.5 4.0 3.5 3.0 2.5 

Average -40.25 -38.00 -35.75 -33.50 -31.25 

Source: Authors, (2024). 

 

Based on the information from Table 5 below, the QHBM 

Optimization model shows better performance than conventional 

methods in several aspects. In terms of energy efficiency, the 

QHBM model achieves a higher level, while the conventional 

method has only moderate energy efficiency. In addition, 
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bandwidth usage in QHBM is more efficient because it is lower 

compared to conventional methods that use more bandwidth. In 

terms of signal strength (RSSI), the conventional method is not 

optimal, while the QHBM model is able to optimize the signal well. 

Regarding distance reduction, conventional methods do not 

undergo optimization, whereas QHBM succeeds in doing so. 

Finally, when it comes to resource allocation, conventional 

methods are static, while QHBM models offer dynamic resource 

allocation. 

 

Table 5: Comparison of Model Performance. 

Method 

Energy 

Efficien

cy 

Bandwi

dth 

Usage 

Signal 

Strengt

h (RSSI) 

Minimi

ze 

Distanc

e 

Resourc

e 

Allocati

on 

Metode 

Konvensio

nal 

Medium High 
Subopti

mal 

Not 

optimiz

ed 

Static 

Optimasi 

QHBM 
High Low Optimal 

Optima

l 

Dynami

c 

Source: Authors, (2024). 

 

Based on the results shown in Table 6, each node shows 

variations in energy consumption, bandwidth usage, signal strength 

(RSSI), distance, and average performance. Node 1 has an energy 

consumption of 45 with a bandwidth of 9 and an RSSI of -80 dBm 

at a distance of 4.0 meters, resulting in an average performance of 

-38.0. Node 2 consumes more energy at 55, with a bandwidth of 10 

and a better RSSI, i.e. -75 dBm at a distance of 3.5 meters, resulting 

in an average performance of -36.25. Meanwhile, Node 3 recorded 

an energy consumption of 65, a bandwidth of 11, and an RSSI of -

70 dBm at a distance of 3.0 meters, resulting in an average 

performance of -33.75. At Node 4, energy consumption drops 

slightly to 60 with a bandwidth of 12 and an RSSI of -65 dBm at a 

distance of 2.5 meters, providing an average performance of -31.5. 

Node 5, which has the highest energy consumption of 70, 

bandwidth of 13, and the strongest RSSI of -60 dBm at a distance 

of 2.0 meters, recorded the best average performance of -29.75. 

 

Table 6: QHBM Optimization Result Values. 

Nod

e 

Energy 

Consumpt

ion (Ei) 

Bandwidt

h 

(Bi,RSSI) 

RSSI 

(dBm) 

Distance 

(Meters) 

Average 

Performa

nce 

1 45 9 -80 4.0 -38.0 

2 55 10 -75 3.5 -36.25 

3 65 11 -70 3.0 -33.75 

4 60 12 -65 2.5 -31.5 

5 70 13 -60 2.0 -29.75 

Source: Authors, (2024). 

 

Energy efficiency in the QHBM method table 6 shows that 

there has been a 10% energy saving on all nodes compared to the 

conventional method. Bandwidth usage is lower in the QHBM 

method, because the algorithm selects nodes that are more efficient 

in using resources. The optimized RSSI value provides better 

signal strength, which can increase the speed and stability of 

communication between nodes. The distance between the node and 

the receiver is optimized so that hostage release operations can be 

carried out faster and more efficiently.  

Thus, the use of the QHBM algorithm in the context of IoT 

resource allocation and troop deployment can provide more 

efficient results compared to conventional methods, especially in 

terms of energy consumption, bandwidth usage, and 

communication signal quality. The QHBM method provides 

significant advantages over conventional methods, especially in 

terms of energy efficiency, bandwidth, signal strength, and node 

distance as shown in Figure 5. 

 

 

 

 
Figure 5: Energy Consumption and Bandwidth Usage Per Node. 

Source: Authors, (2024). 

 
The graph in Figure 5 shows the energy consumption and 

bandwidth usage for each node. The red line represents the energy 

consumption, while the blue line shows the bandwidth usage for 

RSSI. Each data point from a node is marked to make it easier to 

visualize the respective values. 

The basis of the comparison between the Conventional 

method and the QHBM method for each node based on the four 

main parameters is shown in Figure 6. 

Based on the graph in Figure 6 shown, there are four data 

visualizations related to node performance in the system. The 

energy consumption graph per Node (Top Left) shows the energy 

consumption for two methods, namely conventional (orange line) 

and QHBM (blue line). It can be seen that the conventional method 

always consumes higher energy compared to the QHBM method at 

each node. The highest energy consumption is at Node 3 for both 

methods, but the QHBM method provides significant energy 

savings at each node, especially Node 3 and Node 5. 
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The bandwidth usage graph per Node (Top Right) illustrates 

the bandwidth usage for both methods. Similar to the energy 

consumption pattern, the conventional method (orange) uses more 

bandwidth than the QHBM method (blue). The increase in 

bandwidth usage is seen along with the increase in nodes, but 

QHBM consistently uses less bandwidth. 

 

 
Figure 6: Comparison Chart Between Conventional Method and 

QHBM Method for Each Node Based on Four Main Parameters. 

Source: Authors, (2024). 

The RSSI Value graph per Node (Bottom Left) shows the 

RSSI (Received Signal Strength Indicator) signal strength for both 

methods. The RSSI value in the QHBM method is higher (closer 

to zero) than the conventional method, indicating a better signal 

received at the node using QHBM. The higher the RSSI value 

(more negative), the weaker the signal, so the QHBM method 

shows better performance in maintaining signal quality. 

The Distance per Node graph (Bottom Right) shows the 

distance between nodes. Conventional methods tend to have a 

larger distance between nodes than the QHBM method. This means 

that in the QHBM method the nodes are closer to each other, which 

is likely to affect energy efficiency and bandwidth usage. 

 

III.2 DISCUSSIONS 

The QHBM method is overall more efficient than the 

conventional method in terms of energy consumption and 

bandwidth usage. In addition, the QHBM method also has better 

signal reception and keeps the distance between nodes shorter, 

which can contribute to the operational efficiency and 

communication quality of the network.  

Based on the analysis of the QHBM optimization results 

shown in Table 6, there are several important interpretations related 

to aspects of energy performance, bandwidth usage, objective 

function, and position constraints. In terms of energy performance, 

all nodes show lower energy consumption than the maximum limit 

that has been set, which is 100. Node 5 recorded the highest energy 

consumption of 70, close to the limit, while the other nodes 

remained below it, showing the variation in efficiency between 

nodes.  

In terms of bandwidth usage, all nodes operate within a 

maximum limit of 20, with node 5 recording the highest usage of 

13, while the other nodes use lower bandwidth but remain within a 

secure limit. 

From the perspective of the objective function, which 

signifies the relative efficiency of each node, node 5 has the highest 

function value of -29.75, which indicates optimal performance 

compared to other nodes. This shows that although node 5 uses 

more energy and bandwidth, it is more efficient than other nodes. 

Regarding position constraints, all nodes comply with the 

existing constraints because all node coordinates are within the 

predetermined maximum limits. This indicates that each node 

operates in an optimal distance according to the set parameters. 

Overall, these results show that QHBM optimization 

successfully manages resources efficiently, maintains a balance 

between energy consumption, bandwidth usage, and signal 

strength, and still adheres to position constraints. The interpretation 

of this data indicates that node 5 has the potential to perform better 

than other nodes, without violating existing limits. 

In this section, the results of QHBM optimization compared 

to conventional methods show significant improvements in various 

parameters measured, such as energy consumption, bandwidth 

usage, signal strength (RSSI), distance, and average performance. 

This data is presented in the form of tables and graphs, which 

shows the difference in performance between the two methods. 

Energy consumption is one of the main parameters 

measured, and QHBM optimization shows a decrease in energy 

consumption compared to conventional methods. This happens due 

to more efficient allocation of resources. The QHBM method is 

able to reduce energy use thanks to more optimal network 

management, especially on nodes farther away from the 

communication center, which use energy more efficiently. 

In the use of bandwidth, QHBM optimization is also more 

efficient than conventional methods. With a more precise and 

dynamic bandwidth distribution, QHBM avoids excessive 

bandwidth usage and provides a more balanced distribution across 

all nodes. These results are seen in the graph visualization, where 

the QHBM method does not exceed the maximum bandwidth limit 

and still ensures optimal usage without degrading signal quality. 

For signal strength (RSSI), QHBM shows significant 

improvement, especially in more distant nodes, where 

conventional methods often experience signal performance 

degradation. With QHBM optimization, the received signal 

strength is more consistent across the network, resulting in more 

stable connectivity. The graph also shows improvements in signal 

strength, especially on nodes in medium to long positions. 

In terms of distance, QHBM optimization is more effective than 

conventional methods, which often do not provide optimal 

performance on nodes that are far from the signal center. With 

QHBM, the distance between nodes and communication centers is 

better managed, so that nodes at the edge of the network still 

receive a strong and stable signal. 

Finally, the average performance shows a significant 

improvement in the nodes that use QHBM. The value of each 

node's destination function indicates that although QHBM uses 

more energy and bandwidth on multiple nodes, the overall 

efficiency is still higher than conventional methods. This is due to 

QHBM's ability to dynamically adjust resource allocation based on 

network conditions in real-time. 

The increase in performance variables in the QHBM 

method, compared to the conventional method, is due to the ability 

of QHBM to be more effective in managing resources. With a 

quantum-based approach, QHBM enables more adaptive, dynamic, 

and coordinated resource allocation, which reduces resource waste, 

improves signal stability, and maximizes energy efficiency, 

resulting in more optimal network performance. 
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IV. CONCLUSIONS 

The QHBM method is superior to the conventional method 

in several important aspects such as energy consumption, 

bandwidth usage, signal quality, and spacing between nodes. This 

makes QHBM a more efficient choice for network systems that 

require optimal performance under limited conditions such as 

power and bandwidth. The energy consumption efficiency of the 

QHBM method is proven to be more efficient in energy usage than 

the conventional method at each node. The energy consumption of 

the QHBM method is consistently lower, indicating that this 

method can extend the life of battery-dependent devices or nodes. 

The bandwidth usage of the QHBM method is also more 

efficient in bandwidth usage for RSSI compared to the 

conventional method. The decrease in bandwidth usage in QHBM 

allows for more efficient usage and may support more nodes 

without experiencing network congestion. The RSSI value of the 

QHBM method indicates better signal quality (stronger) compared 

to the conventional method. A stronger signal indicates more stable 

and reliable communication between nodes. The QHBM method 

maintains a shorter distance between nodes than the conventional 

method, which has the potential to improve communication 

efficiency and reduce signal loss. Shorter distances between nodes 

usually allow for more efficient data transmission and with less 

energy required. 
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The Optical Distribution Point (ODP) is a crucial element in fiber-optic internet networks, 

playing a key role in ensuring efficient service delivery. This study presents an integrated 

Decision Support System (DSS) that combines the Weighted Product Method (WPM), 

Content-Based Filtering (CBF), and Location-Based Services (LBS) to optimize ODP 

placement in urban areas. By considering multiple criteria such as ODP categories, customer 

preferences, and business types, the DSS provides a data-driven approach to strategic 

decision-making. The system’s ability to recommend ODPs based on customer needs, while 

visualizing key data through LBS, enhances the effectiveness of network expansion 

strategies. This comprehensive framework improves decision-making in urban internet 

services and offers a scalable solution for optimizing network infrastructure. The study 

demonstrates the potential of combining analytical models with user-focused technology to 

streamline service deployment and improve customer satisfaction.  
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I. INTRODUCTION 

In the world of fiber-optic communication, the Optical 

Distribution Point (ODP) is like the heart of the network, playing a 

crucial role in delivering fast and reliable internet services. Think 

of it as the essential hub where connections are made, ensuring that 

data travels efficiently from one place to another. However, to truly 

maximize its effectiveness, we need to strategically place these 

ODPs in urban areas, taking into account factors such as their 

proximity to users, capacity, and operational conditions [1], [2]. 

Monitoring the capacity of ODPs is vital not just for installation, 

but also for ensuring that customers receive the high-quality service 

they expect [3–6]. 

This research introduces a novel Decision Support System 

(DSS) that aims to optimize the placement of ODPs using the 

Weighted Product method. By analyzing various factors—like 

customer preferences, ODP recommendations, and data from local 

business surveys—this system helps identify the best locations for 

ODPs[7], [8]. The ultimate goal is to enhance decision-making and 

support effective business strategies in our increasingly connected 

urban environments [9]. 

To make these recommendations even more precise, we’ve 

incorporated a Content-Based Filtering approach. This means that 

the system takes into account what customers want, focusing on 

their specific needs such as proximity and service types [10]. By 

aligning the recommendations with user preferences, we can 

identify the most promising areas for promoting ODP services [11]. 

Moreover, integrating Location-Based Service (LBS) 

technology adds another layer of depth to our DSS. It allows us to 

visualize ODP data in real-time, providing interactive maps that 

display essential information such as capacity and distances from 

potential customers [12], [13]. Despite advancements in DSS, the 

integration of multiple decision-making techniques remains 

limited, and existing literature often addresses these methodologies 

in isolation, missing out on their combined strengths. This study 

aims to fill this gap by proposing a comprehensive DSS that 

seamlessly integrates the Weighted Product method, Content-

Based Filtering, and LBS technology. This robust framework not 

only enhances ODP placement but also strengthens the overall 

decision-making process in urban internet service provision [14], 

[15]. 

In this study, we seek to answer a fundamental question: 

How can we effectively optimize ODP placement to improve 
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service delivery for urban customers? Our objectives include 

developing a comprehensive DSS framework that merges the 

Weighted Product method, Content-Based Filtering, and LBS 

while also acknowledging the challenges of data accuracy and 

scalability. By tackling these issues, we aim to contribute valuable 

insights to the field of telecommunications and network 

optimization, ultimately enhancing customer experiences in urban 

settings. 

II. RELATED WORKS 

The development of Decision Support Systems (DSS) for 

recommending the placement of Optical Distribution Points 

(ODPs) in internet networks has gained attention in recent years, 

focusing on the application of advanced technologies and 

analytical methods to enhance service efficiency and effectiveness. 

Several studies have explored various approaches related to DSS, 

the Weighted Product method, Content-Based Filtering, and data 

visualization using Location-Based Services (LBS). 

A DSS is defined as an interactive information system 

designed to provide data analysis, modeling, and manipulation to 

support decision-making processes [16]. Weighted Product (WP) 

is a well-established method utilized within Multi-Attribute 

Decision Making (MADM), where the attributes of each alternative 

are multiplied by their respective weights, allowing for efficient 

decision-making [16]. For instance, a study that applied the WP 

method to determine optimal village funding solutions, 

demonstrating its efficacy in integrating multiple criteria for 

effective decision support [17]. The WP method is versatile and 

effective in educational settings, particularly in selecting 

exemplary students and teachers. It ensures objective and 

systematic decision-making by evaluating multiple criteria, similar 

to other methods like Technique for Order Preference by Similarity 

to Ideal Solution (TOPSIS) and Analytical Hierarchy Process 

(AHP), which are also used for student selection [16], [18], [19]. 

This versatility underscores the method's broad applicability across 

different domains within education. 

Content-Based Filtering (CBF) in recommendation systems 

focuses on providing personalized item suggestions based solely 

on user preferences, independent of other users' inputs. CBF 

systems rely on data attributes and user profiles to generate 

recommendations, addressing cold start issues by analyzing item 

content and user feedback to measure item similarity [20]. This 

approach builds a user profile based on explicit or implicit data 

provided by the user, such as past interactions with items, and uses 

this profile to recommend new items that match the user's 

preferences [20–22].  

This approach has proven effective in various applications, 

from media recommendations to restaurant selections. For 

example, implementing a CBF system for restaurant 

recommendations can significantly enhance the selection process 

and improve user satisfaction by providing tailored suggestions 

based on individual preferences and behaviors [23–26]. 

Additionally, Content-based filtering is commonly used to suggest 

items based on user likes and past actions, leveraging attributes like 

movie genre, director, and user ratings and cosine similarity is a 

key evaluation metric used to measure the similarity between 

items, regardless of their dimensions, and is commonly employed 

in content-based recommendation systems [27], [28].  

Location-Based Services (LBS) enhance decision-making 

by providing real-time, location-specific information through the 

integration of GIS, positioning technologies, and communication 

networks. Their applications span various fields, including tourism, 

emergency services, and navigation, making them indispensable 

tools in modern geographic data visualization and interaction [28–

30].  

The key features of Location-Based Services (LBS) that 

contribute to enhancing user experience in mapping services 

include personalized information retrieval, real-time traffic 

information, and the ability to provide location-specific and 

customized services [31–33]. The integration of LBS technology 

in decision support systems facilitates informed choices based on 

accurate spatial data by enabling the collection of GPS data logs, 

location chronicles, and the deployment of multi-criteria decision 

analysis (MCDA) tools for personalized decision outcomes [33], 

[34]. The enumerations of citations in the body of the article must 

be sequenced in the order in which they appear, according to the 

example shown below. 

 

III. PROPOSED METHOD 

The framework for the proposed method in this study 

integrates Decision Support Systems (DSS) with Content-Based 

Filtering (CBF) and Location-Based Services (LBS) to optimize 

Optical Distribution Point (ODP) selection for fiber-optic network 

expansion. The method is structured into several stages, each of 

which contributes to a comprehensive and data-driven decision-

making process. Figure 1 below explains the method proposed in 

this study.  

 

 
Figure 1: The Architecture of Proposed Method. 

Source: Authors, (2024). 

 

III.1 DATA COLLECTION 

Relevant data are gathered, ODP data included information 

such as the ODP name, geographic coordinates, total capacity, the 

number of empty, filled, and reserved charging ports, and the ODP 

category. In addition, customer data, consisted of the customer's 

business name, location coordinates, the chosen service package, 

and the current status of their order, are collected. Finally, business 

survey data captured the business name, address, coordinates, and 

the type of business participating in the survey. This information 

forms the dataset used for the subsequent analysis. 

 

Data Collection

Data Preprocessing

Implementation CBF on 
Recommended ODP

Implementation WP for Decission 
Making of Busines Stratefic

implementation LBS for 
Visualisation
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III.2 DATA PREPROCESSING 

Data preprocessing involves cleaning and transforming the 

raw data to ensure consistency, completeness, and accuracy [35], 

[36]. This step includes removing duplicates, handling missing 

values, and standardizing the data format. The preprocessed dataset 

is then divided into relevant criteria for further analysis. For 

instance, ODP capacity, distance from the customer, and business 

categories are considered critical factors in the decision-making 

process. 

III.3 CONTENT BASED FILTERING 

The next step involves applying Content-Based Filtering 

(CBF) to recommend ODPs based on customer preferences and 

service needs [37]. The CBF algorithm leverages data related to 

ODP attributes (e.g., proximity to customers, type of business, and 

customer demand in a specific area) to filter and recommend the 

most suitable ODPs for promotional targeting. By tailoring 

recommendations according to customer-specific preferences, the 

system increases the likelihood of successful service installations, 

enhancing customer satisfaction [38]. 

The process begins with data collection, where the data used 

comes from data collected within 250 m of the user point. The data 

used is ODP data such as distance, ODP category, and check 

highway. Next, the criteria values are weighted according to the 

data used. Next, the cosine similarity calculation is performed for 

points within a 250 m radius of the user point. After the cosine 

similarity results are obtained, a list of recommendation results 

based on these two calculations is displayed. The criteria weighting 

process uses the criteria rules as in Data Table 1. 
 

Table 1: Recommendation ODP Criteria. 
No. Recommendation Criteria 

1) Distance from ODP to Potential Customer Location < 250m 

2) Does Not Cross Protocol Road  

3) ODP Category 

Source: Authors, (2024). 
 

To facilitate calculations between data, the data needs to be 

converted into a numerical scale. In Tables 2, 3, and 4 are the 

assessments of each criterion. 
 

Table 2: ODP Category Criteria. 
Criteria Value Description 

Black 0 Not Good 

Red 1 Less Good 

Yellow 2 Fairly Good 

Green 3 Good 

Source: Authors, (2024). 

 

Table 3: Check Highway Criteria. 
Criteria Value Description 

Passed 0 Not Good 

Not Passed 1 Good 

Source: Authors, (2024). 
 

Table 4: Distance Criteria. 
Criteria Value Description 

> 250 m 0 Very Poor 

<= 250 m 1 Not Good 

<= 200 m 2 Less Good 

<= 150 m 3 Fairly Good 

<= 100 m 4 Good 

<= 50 m 5 Very Good 

Source: Authors, (2024). 

After data collection and weighting based on criteria have 

been carried out, the development of a recommendation system 

with Content Based Filtering is continued by calculating Cosine 

Similarity between the value of the user and the detected ODP in 

order to get recommendation results. The calculation process will 

be carried out in Experiments and Results. 

 

III.4 WEIGHTED PRODUCT 

The filtered ODP recommendations are further analyzed 

using the Weighted Product (WP) method, a widely used Multi-

Criteria Decision Making (MCDM) technique. The WP method is 

applied to rank the potential ODP locations based on multiple 

factors, including proximity, capacity, and demand. Each factor is 

assigned a weight that reflects its importance to the decision-

making process. By multiplying the ratings of each alternative by 

its corresponding attribute values and raising them to their assigned 

weights, the WP method provides a clear ranking of ODPs, 

identifying areas with the highest potential for business growth. 

 

III.4.1 alternatives 

To apply the Decision Support System with the Weighted 

Product Method, it is necessary to determine the alternative as the 

output under consideration. Alternatives are a set of different 

objects, each of which has the same opportunity to be selected by 

the decision maker [7], [16], [39]. Alternatives are the different 

options being evaluated. For instance, in selecting teachers for a 

school, each teacher represents an alternative with unique 

qualifications and performance metrics [16]. The alternatives used 

in this study are listed in Table 5 

 

Table 5: Alternatives. 

No. Alternatives 

A1 250 m to the north 

A2 250 m to the south 

Source: Authors, (2024). 

 

III.4.2 criteria 

Criteria are standards used to evaluate and compare 

alternatives in decision making42. Criteria help assess the 

advantages and suitability of each option, making it easier to 

choose the most appropriate one to achieve the goal. The following 

in Table 6 are the criteria that will be used for the decision-making 

process.  

Table 6: Criteria. 

No. Criteria 

C1 ODP Categories 

C2 Non-Subscriber Business Count 

C3 Business Type 

C4 ODP Count 

Source: Authors, (2024). 

 

III.4.3 weight of each criteria 

The following is the weighting of each ODP category 

criterion, namely the most recommended ODP category, the 

number of unsubscribed businesses, the most business types, the 

number of recommended ODP. 
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Table 7: Weight of ODP Category Criteria. 

Criteria Value Description 

Black 1 Not Good 

Red 2 Less Good 

Yellow 3 Good 

Green 4 Very Good 

Source: Authors, (2024). 
 

Table 7 above is the weighting of the ODP Category 

Criteria. This ODP consists of two types of ODP, namely 8 port 

ODP and 16 port ODP. The Green category is an ODP with 8 - 6 

available ports for 8 ports and 16 - 11 for 16 ports, which is the 

category with the most available ports. The Yellow category is an 

ODP with 5 - 3 available ports for 8 ports and 10 - 5 for 16 ports, 

which is a category with quite a lot of available ports. The Red 

category is an ODP with 2 -1 available ports for 8 ports and 4 - 1 

for 16 ports, which is the category with the least available ports. 

The Black category is an ODP with 0 available ports, which is a 

category with no available ports and cannot be used. 

 

Table 8: Weight of Non-Subscriber Business Count Criteria. 

Criteria Value Description 

Few Non-Subscribers 1 Less Good 

Many Non-Subscribers 2 Good 

Most Non-Subscribers 3 Very Good 

Source: Authors, (2024). 
 

In Table 8 above is the weighting of the Number of 

Unsubscribed Business Criteria, which is done by comparing the 

number of customers from order data and the amount of survey data 

from businesses that have not subscribed. The highest number of 

unsubscribed is obtained from the number of business surveys that 

are more than the number of customers. The number of 

subscriptions is a condition where the number of business surveys 

is equal to the number of customers. The number of unsubscribed 

is not much obtained from the comparison of the number of 

business surveys that are smaller than the number of customers. 

 

Table 9: Weight of Business Type Criteria. 

Criteria Value Description 

Small Business 1 Less Good 

Medium Business 2 Good 

Large Business 3 Very Good 

Source: Authors, (2024). 
 

Table 9 above shows the weighting of the business type 

criteria, which is divided into 3 types of businesses classified 

according to the scope and amount of Internet network usage, 

namely small businesses, medium businesses, and large businesses. 

Small Businesses consist of Other, Public Facilities, Real Estate 

(Housing Complex), Business Service. Medium businesses consist 

of Gov Office, Enterprise, Retail & Distribution, and 

Manufacturing. Large Businesses consist of Media & 

Communication, Education, Health, Finance, and Hospitality & 

Tourism. 
 

Table 10: Weight of ODP Count Criteria. 

Criteria Value Description 

Few ODPs 1 Less Good 

Moderate ODPs 2 Good 

Many ODPs 3 Very Good 

Source: Authors, (2024). 

The weighting of the criteria for the number of ODPs 

available is shown in Table 10 above. For classification, less than 

8 is worth 1, less than 16 is worth 2, and greater than or equal to 24 

is worth 3. 

III.4.4 weighted normalized values 

The following is a weight normalization where the weight 

value used has been determined on the basis of the evaluation 

priorities of the agency in question. Please refer to Table 11 for 

more details. 

 

Table 11: Weighted Normalized Value. 

No. Criteria Value Normalized Value 

C1 ODP Categories 4 0.26 

C2 Non-Subscriber 

Business Count 

5 0.33 

C3 Business Type 3 0.2 

C4 ODP Count 3 0.2 

Source: Authors, (2024). 

 

After weighting based on criteria and normalizing the 

weight of the criteria has been obtained, the development of a 

decision support system with the Weighted Product algorithm is 

continued with the calculation of alternatives per criterion from the 

user point used, calculation of the decision matrix, calculation of 

the vector (S) and ends with the calculation of preferences (Vi) in 

order to get results. The calculation process will be carried out in 

Experiments and Results. 

 

IV. EXPERIMENTS AND RESULTS 

IV.1 CONTENT BASED FILTERING FOR 

RECOMMENDATION ODP 

At this stage will continue the process of developing the 

Content Based Filtering Recommendation System, namely the 

calculation of Cosine Similarity. Where previously the data 

collection process had been carried out to weight the criteria. For 

this calculation process, one user point will be used which is 

located at latitude -2.188012 and longitude 113.895569. To 

calculate cosine similarity on ODP data is to use the following 

formula in Eq. (1). 

 

Cosine Similarity 

    sim(𝑎, 𝑏) =
n(A ∩ B)

√(n(A ∩ B))
                                 (1) 

Where: 

• sim(a,b) = Similarity score between user item and ODP item 

• n(A) = Number of features of the user item 

• n(B) = Number of features of the ODP item 

• n(A ∩ B) = Number of features common to both the user item 

and the ODP item  

To determine n(A), values are assigned based on the criteria 

of distance, category, and road status from the user, yielding the 

following. 

User = [distance <= 50, category = green, check highway = not 

passed] 

n(A) = [5,3,1] 

Next, the values of n(B) are gathered from ODP data within 

a 250 m radius of the user point, as shown below on Table 12. 
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Table 12: Detected ODP Data. 
ODP Name 

 

Distance 

(m) 

Category Check 

Highway 

ODP-PLK-FQ/006 59.95 Yellow Not Passed   

ODP-PLK-FQ/048 161.60 Green Not Passed   

ODP-PLK-FBD/007 225.88 Red  Passed   

ODP-PLK-FQ/051 163.77 Red Not Passed   

ODP-PLK-FBD/035 135.16 Yellow Passed   

Source: Authors, (2024). 
 

The detected data is converted using a scale for each of the 

criteria, resulting in the following in Table 13. 

 

Table 13: ODP Data Conversion Based on Criteria. 
ODP Name Distance 

(m) 

Category Check 

Highway 

ODP-PLK-FQ/006 4 2 1 

ODP-PLK-FQ/048 2 3 1 

ODP-PLK-FBD/007 1 1 0 

ODP-PLK-FQ/051 2 1 1 

ODP-PLK-FBD/035 3 2 0 

Source: Authors, (2024). 
 

The following calculations determine the cosine similarity 

for the nearest ODP recommendation system. The following table 

summarizes the similarity calculations between the user and the 

detected ODPs, ordered from highest to lowest similarity score. See 

Table 14 for details. 

 

Table 14: ODP Data Conversion Based on Criteria. 
2 Cosine Similarity Order 

ODP-PLK-FQ/006 0.98778 1 

ODP-PLK-FQ/048 0.98450 2 

ODP-PLK-FBD/007 0.90453 3 

ODP-PLK-FQ/051 0.90619 4 

ODP-PLK-FBD/035 0.67612 5 

Source: Authors, (2024). 
 

Thus, the recommended ODP for the user is as per the 

results in Table 14, with the top recommendation being ODP-PLK-

FQ/006, followed by ODP-PLK-FBD/035 for last. 
 

IV.2 WEIGHTED PRODUCT FOR DECISION MAKING 

OF BUSINESS STRATEGIC 

This phase involves the development of the Decision 

Support System using the Weighted Product Algorithm, which 

includes alternative weighting per criterion based on the user point, 

decision matrix calculations, vector (S) calculations, and 

preference (Vi) value calculations. The user point coordinates are 

latitude -2.188012 and longitude 113.895569. 

After weighting each criterion, the ratings for each 

alternative based on the user’s location were determined. Below is 

an example rating for each alternative according to the criteria. See 

Table 15. 

Table 15: Alternatives per Criterion. 

Alternati

ves 

Criteria 

C1 

(ODP 

Category) 

C2 

(Non-Subscriber 

Business Count) 

C3 

(Business Type) 

C4 

(ODP 

Count) 

A1 Yellow The most Intermediate 3 

A2 Red The most Large 2 

Source: Authors, (2024). 

In Table 16, this matrix is then used in the next step to 

calculate the weighted score for each alternative, which allows 

comparison between A1 and A2 based on the importance weight of 

each criterion. 

 

Table 16: Decision Matrix Value. 
Alternatives Criteria 

C1 C2 C3 C4 

A1 3 3 2 1 

A2 2 3 3 1 

Source: Authors, (2024). 

 

The vector value determination utilizes the converted data 

from the alternative criteria as shown in the table. The vector (S) is 

calculated using the following Eq. (2). 

 

Vector Values (S) 

                           Si = ∏ XijWj                     

n

j−1

                               (2) 

 

Once all vector values are identified, preference values are 

calculated using the Eq. (3). 

 

Preference Values (Vi) 

                               Vi =
∏ XijWj

n
j−1

∏ (Xj
w)Wj

n
j−1

                                 (3) 

 

Based on the calculations through vector (S) and Preference 

(Vi), the highest value is found in alternative A1. Thus, the 

Decision-Making System for the Priority Promotion Area is set for 

A1, or 250 m north of the User Point. See Table 17 for more details. 

 

Table 17: Weighted Product Values. 
Alternatives Si Vi Order 

A1 2.1964 0.506 1 

A2 2.1435 0.494 2 

Source: Authors, (2024). 

 

IV.3 LOCATION BASED SERVICE FOR VISUALITATION 

RESULT OF DECISION MAKING 

The outcomes of the calculations using cosine similarity and 

the weighted product provide a strategic business decision that can 

be viewed in the application interface as illustrated in Figure. 2. 

 

 
Figure 2: Location Based Service of Strategic Business. 

Source: Authors, (2024). 
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In the application, four markers are visible: the user marker, 

red marker (ODP), blue marker (non-subscribing businesses), and 

green marker (customers). From the user point, a 250 m radius is 

delineated by a straight line dividing the northern and southern 

sections. The display at the bottom shows a list of DSS results for 

the business strategy, indicating priority promotion areas. Based on 

the top result in the list, the corresponding area on the map is 

colored, clearly indicating the priority region. 

 

V. DISCUSSION 

The integration of the Weighted Product Method (WPM), 

Content-Based Filtering (CBF), and Location-Based Services 

(LBS) into a Decision Support System (DSS) has yielded 

significant insights into optimizing Optical Distribution Point 

(ODP) placement in urban fiber-optic networks. Our results 

demonstrate not only the efficacy of this integrated approach but 

also its practical applications in enhancing service delivery. 

The recommendation of ODP-PLK-FQ/006, which 

achieved a high Cosine Similarity score of 0.98778, reflects a 

strong alignment between the ODP's characteristics and user needs. 

This finding underscores the importance of incorporating user-

specific preferences into the decision-making process, as 

emphasized in the Introduction. By tailoring ODP selections based 

on proximity and service categories, we enhance customer 

satisfaction and ensure that services are readily accessible. 

The application of the WPM facilitated a structured ranking 

of alternatives based on multiple criteria, confirming that a multi-

criteria approach is essential for making informed decisions. The 

preference scores for Alternative A1 (250 m north) and 

Alternative A2 (250 m south) highlight how nuanced factors like 

ODP category and business type can influence optimal placements. 

These insights contribute to a deeper understanding of the criteria 

that matter most in the context of urban internet services. 

While our study achieves significant milestones, such as 

demonstrating the practicality of integrating WPM, CBF, and LBS, 

several limitations must be acknowledged. The accuracy of the 

recommendations is contingent on the quality and completeness of 

the input data. Missing or outdated information from customer 

surveys could lead to suboptimal ODP placements, which could 

impact overall service quality. Furthermore, while our DSS 

performed effectively within the scope of this study, its scalability 

in larger urban environments with complex network demands has 

yet to be tested. 

One of the most innovative aspects of this study is the 

seamless integration of diverse methodologies into a single DSS 

framework. By leveraging LBS technology for real-time 

visualizations, we can provide stakeholders with interactive maps 

that enhance understanding of spatial relationships. This capability 

not only aids in decision-making but also serves as a valuable tool 

for communicating strategies to network engineers and business 

managers. The practical application of this system has the potential 

to revolutionize how ODP placements are approached in urban 

settings. 

In conclusion, this study demonstrates that a comprehensive 

DSS integrating WPM, CBF, and LBS can significantly improve 

the optimization of ODP placements in urban environments. 

However, unresolved issues remain, particularly regarding data 

accuracy and system scalability. Future research should focus on 

testing the DSS in larger, more dynamic urban contexts to evaluate 

its robustness and adaptability. 

To further enhance the effectiveness of the Decision 

Support System (DSS), we recommend incorporating machine 

learning algorithms to enable the system to adaptively learn from 

incoming data, improving its responsiveness to changes in 

customer demand and market conditions. Additionally, 

collaborating with telecommunication companies and urban 

planners to access more comprehensive datasets will enhance the 

accuracy and reliability of the recommendations. Lastly, 

continuously engaging with end-users to gather feedback can help 

refine the system, ensuring it remains aligned with customer needs 

and expectations. By addressing these recommendations, future 

iterations of the DSS can become even more effective in optimizing 

Optical Distribution Point (ODP) placements, ultimately leading to 

enhanced service delivery in urban networks. 

 

VI. CONCLUSIONS 

In conclusion, this research underscores the critical role of 

Optical Distribution Points (ODPs) in enhancing fiber-optic 

internet services. By integrating a Decision Support System (DSS) 

that employs the Weighted Product Method, Content-Based 

Filtering, and Location-Based Services, we have developed an 

innovative framework that effectively addresses the challenge of 

optimizing ODP placement in urban areas. 

Our findings reveal that this multi-faceted approach not 

only improves decision-making by aligning ODP placement with 

customer needs and preferences but also enhances overall service 

delivery. Specifically, we have shown that considering various 

criteria—such as the number of ODPs, non-subscribing businesses, 

and business types—leads to more informed decisions and better 

strategic planning. 

This study answers the research objective by demonstrating 

how the proposed DSS can streamline the decision-making 

process, ultimately facilitating the efficient deployment of ODPs 

where they are needed most. Looking ahead, we believe that further 

refining this system will empower stakeholders to adapt to the 

dynamic landscape of urban internet infrastructure, ensuring that 

service delivery remains responsive to customer demands. 

By embracing this comprehensive approach, we contribute 

valuable insights to the telecommunications field and set the stage 

for future innovations that will enhance urban connectivity. 
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This case study addresses the staffing challenges faced by a hospital's porter service, which 

is currently insufficient to meet patient needs effectively. Due to the lack of a systematic 

task assignment mechanism, the head of the porters' center has had to manage patient 

transport manually, leading to unequal workload distribution among porters. This research 

aims to rectify this operational issue by developing a mathematical model and a user-

friendly program for optimizing porter assignments. The methodology includes extensive 

data collection on existing protocols and factors affecting operations. A mathematical model 

is formulated with the objective of minimizing monthly workload deviations among porters. 

The model is executed using Excel Solver, producing an optimal assignment solution. 

Additionally, Visual Basic for Applications (VBA) in Excel is utilized to create a practical 

program for real-world application. A quantitative comparison of the standard deviation in 

cumulative workload from September 2022 reveals a significant improvement: the proposed 

program reduced the standard deviation by 5,907 seconds, or 76.17%. This outcome 

highlights the effectiveness of the new solution in achieving a more balanced distribution of 

porter assignments, thereby enhancing operational efficiency.  
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I. INTRODUCTION 

Due to the recent elevation of the case study hospital to the 

status of a central healthcare facility catering to patient referrals 

from hospitals within the Chiang Mai, Lamphun, and Mae Hong 

Son provinces in Thailand, accompanied by its advancement as a 

high-level center of expertise in accident care, the hospital has 

garnered approval for a substantial expansion of its bed capacity to 

700 beds in the fiscal year 2022. Concomitantly, there has been a 

marked escalation in the utilization rates. 

The extant responsibilities of porters at the case study 

hospital encompass the intricate coordination of patient 

movements within the wheelchair and stretcher services, inclusive 

of a spectrum of associated tasks. A pivotal facet of the porter's 

duties resides in their imperative to function within stringent 

temporal constraints while managing a sizable and demanding 

workload. This is precipitated by the exigency for porters to 

promptly furnish services to incoming patients, facilitating their 

expeditious transfer to diagnostic examination rooms or designated 

patient wards. 

An examination of hospital data reveals a discernible and 

escalating influx of patients seeking treatment at the case study 

hospital annually. Within this cohort, a subset necessitates 

assistance in their mobility to access different departments within 

the hospital for requisite medical interventions. The responsibility 

for patient transport falls under the purview of the "Porter Center," 

currently operational at six strategic locations, encompassing the 

Accident Building, Emergency Room (ER), Outpatient 

Department (OPD), as well as specific points such as X-RAY, 

MRI, CT, and U/S. Additionally, the porter services extend to the 

Inpatient Department (IPD). 

Each porter contends with a substantial daily workload, 

heightened by the increased demand for services and the 

multifaceted nature of assigned tasks. Nevertheless, the prevailing 

task assignment framework lacks a transparent mechanism for the 

equitable distribution of responsibilities among porters, resulting in 
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an imbalanced workload distribution. Consequently, some porters 

bear a disproportionate burden, leading to fatigue due to the 

physical demands involved in patient transport, preparatory 

activities, and sanitation tasks. This is particularly pronounced for 

porters handling patients with substantial body weight, 

predisposing them to fatigue or potential musculoskeletal injury. 

These challenges have tangible implications, resulting in service 

delays that impact both patient experience and hospital operational 

efficiency. 

The task assignment predicament aims at optimizing the 

allocation of available resources to maximize benefits. Task 

assignment is a methodological process in problem-solving to find 

the most appropriate solution. Ordinarily, task assignment is 

performed by supervisors, and decisions are influenced by their 

personal perspectives. However, reliance on personal perspectives 

may lead to an inequitable distribution of tasks among porters. This 

necessitates the application of task assignment algorithms to 

enhance work efficiency and minimize work duration for each 

porter. 

Additionally, this research conducted a root cause analysis 

of the task assignment problem for porters at the case study hospital 

by studying the distribution data using the Why-Why Analysis tool. 

The results are elucidated in Figure 1. 

 

 
Figure 1: Why-Why analysis chart for the issue of porters’ work 

assignment. 

Source: Authors, (2024). 

 

Therefore, this research proposes the utilization of Linear 

Programming as a tool to address task assignment problems. Linear 

Programming is a problem-solving tool in Operations Research, 

employing mathematical models to assist in problem-solving. It is 

effective in covering problems with limited resources and 

providing optimal results. This research applies Excel Solver as a 

software tool to solve the task assignment problem, utilizing 

mathematical models to prescribe conditions for porter task 

assignments. The mathematical model aims to propose the absolute 

cumulative workload deviation of porters on a daily basis as the 

objective function. Moreover, this research employs Visual Basic 

for Applications (VBA) to create a program for decision-making in 

task assignments to porters, aimed at achieving optimal workload 

balance. 

 

II. THEORETICAL REFERENCE 

In recent years, there has been a significant focus on 

applying mathematical modeling and optimization techniques in 

the healthcare sector [1], particularly in the domains of workforce 

scheduling and task assignment. This literature review provides a 

comprehensive overview, shedding light on the role of 

mathematical models in optimizing healthcare operations, with a 

specific focus on nurse scheduling and task assignment problems. 

[2] contribute to this field by applying mathematical modeling 

techniques to nurse scheduling at Surasat General Hospital, 

aligning with global efforts to ensure efficient nurse scheduling for 

high-quality patient care and the well-being of healthcare 

professionals. The literature review indicates a growing interest in 

utilizing mathematical models to optimize healthcare operations, 

considering factors such as staff availability, skill mix, and patient 

demand.[3], [4] provide valuable insights into daily patient-nurse 

assignments and load-balancing nurse-to-patient assignments, 

respectively. The former introduces Constraint Programming (CP) 

models, enhancing scalability and accuracy, while the latter 

emphasizes the superiority of Constraint Programming over 

Mixed-Integer Quadratic Programming (MIQP) in addressing 

workload variance. Additionally, other researchers, including [5-7] 

contribute to the discourse on nurse assignment. 

The application of optimization extends to ambulance 

transports, as shown by [8], addressing the challenge of hospital 

overloading during unusual demand shifts in emergency medical 

services (EMS) systems. They propose a load-balancing 

optimization algorithm developed in collaboration with Columbia 

University and the Fire Department of the City of New York, 

emphasizing a proactive approach to prevent hospital overload 

during unexpected incidents. [9] address real-time optimization 

challenges in Emergency Medical Services (EMS) with a survival-

based framework, focusing on maximizing patient survival while 

balancing EMS workload. Their approach, validated in a New York 

City case study, demonstrates significant improvements in 

response times for life-threatening emergencies, efficient workload 

balancing, and potential cost savings through integrating ride-

hailing services. 

To apply optimization techniques to porter assignment in 

hospitals, [10] extend mathematical modeling to task assignment 

and distribution for hospital porters, emphasizing the shift from 

traditional scheduling problems to broader resource allocation 

challenges within healthcare settings. This underscores the 

importance of workload balance for both nursing staff and ancillary 

services, highlighting the holistic nature of healthcare operations. 

[11] emphasize the crucial role of porters in hospital operations and 

address transparency in their movements through an Indoor 

Location-Based Porter Management System (LOPS). This system 

provides real-time location information to the dispatcher, enabling 

hospitals to enhance porter team efficiency and streamline daily 

operations for improved patient care. [12] highlight critical 

considerations in patient transportation within hospitals, 

integrating the needs of hospital managers, patients, and porters 

into a mathematical model. The tailored Tabu search algorithm 

used in solving the model demonstrates efficiency, producing high-

quality solutions in a short time frame that outperform those 

generated by typical real-world planning approaches. The research 

emphasizes the trade-off between the interests of hospital 

managers, patients, and porters, underscoring the significance of 

holistic and optimized patient transport systems in healthcare 

settings. 

In conclusion, these studies collectively reflect a growing 

trend in healthcare operations research, emphasizing the need for 

systematic, quantitative approaches to address scheduling, task 

assignment, and resource optimization challenges. The literature 

suggests that mathematical modeling, particularly linear 

programming and other optimization techniques, is increasingly 

becoming integral to decision-making processes in healthcare 

operations. This trend aligns with the broader paradigm shift 
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towards data-driven decision-making and evidence-based 

management in healthcare, contributing to a broader understanding 

of the role of quantitative methods in enhancing efficiency and 

quality of service delivery in healthcare and other industries. 

 

III. MATERIALS AND METHODS 

In this research, the methodology comprises a multi-step 

investigation and analysis approach to address the task assignment 

and workload distribution challenges faced by hospital attendants 

at the case study hospital in Chiang Mai. The methodology is 

structured into distinct sections: 

 

1. Examination of Current Attendant Workflow at hospital. 

The initial phase of this research focused on analyzing the 

current workflow and assignment protocols for attendants at the 

case study hospital, located in Chiang Mai. The investigation 

encompassed various aspects such as task delegation mechanisms, 

procedures from task assignment to patient transfer completion, the 

daily workforce count, equipment utilization during patient 

transfers, established routes for attendants, location mapping of the 

attendant center, and overall hospital infrastructure. Additionally, 

this study explored various contributory factors leading to delays 

in patient transfers. Data was primarily sourced through 

consultations with the head of the attendant center at the case study 

hospital and supplemented with relevant prior research. 

 

2. Exploration of Mathematical Modeling Principles and Excel 

Solver Application. 

The research subsequently delved into studying pertinent 

mathematical modeling theories to facilitate the development of an 

appropriate model for task assignment optimization. Utilizing 

Microsoft's Excel Solver tool, the study aimed to generate objective 

functions and constraint equations essential for solving the 

attendant task distribution problem. Furthermore, the research 

incorporated Visual Basic for Applications (VBA) within the 

Microsoft Excel environment to formulate and implement the 

requisite codebase. 

 

3. Data Collection. 

A meticulous data collection process ensued, focusing on 

gathering detailed information regarding attendant workflows, 

equipment usage, established patient transfer routes, and attendant 

work schedules. The objective was to identify prevalent operational 

challenges and analyze underlying causal factors. This 

comprehensive data served as the foundation for subsequent 

mathematical modeling efforts. 

 

4. Mathematical Model Development for Problem Resolution. 

The subsequent phase of the research utilized equipment 

usability as a metric to evaluate the complexity of attendant tasks. 

A mathematical model was developed to quantify the cumulative 

workload for each attendant based on the time-intensive nature of 

assigned tasks. This model employed the Mean Deviation (M.D.) 

formula to quantify the absolute average deviation from the mean 

workload. 

 

5. Validation of the Mathematical Model. 

To ascertain the efficacy and accuracy of the developed 

mathematical model, a validation process was undertaken. Small-

scale data simulations were conducted to test the model's 

capabilities in optimizing task assignments and reducing workload 

discrepancies effectively. 

 

6. Program Development for Attendant Task Allocation. 

This phase involved the creation of a user-friendly program, 

incorporating the previously developed mathematical model within 

a Microsoft Excel VBA framework. The program aimed to 

automate task assignments for attendants at the case study hospital, 

ensuring equitable workload distribution among staff members. 

 

7. Results Analysis and Conclusion. 

The penultimate phase entailed a comprehensive analysis of 

outcomes derived from comparing standardized workload data 

with model-generated results. The research aimed to determine the 

model's efficacy in minimizing workload standard deviations and 

enhancing operational efficiency. Finally, this research culminated 

in summarizing the achieved milestones, compiling findings 

 

IV. RESULTS AND DISCUSSIONS 

IV.1 DATA COLLECTION 

1. Attendant Work Log Data Collection 

Data was gathered from attendants at the case study 

hospital, encompassing their work logs, which included 

information such as attendant names, patient transfer equipment 

used, additional transfer equipment utilized, the respective origin 

and destination departments involved in patient transfers, and the 

corresponding time expended on each patient transfer. A total of 

2,428 data sets were amassed to facilitate the computation of 

workload weighting. 

2. Building-to-Building Distance Data Collection 

Building-to-building distances within the case study 

hospital were measured utilizing Google Maps. In addition, real-

time measurements of distances were obtained, extending from the 

building's front to the elevator, employing specialized tools to offer 

a pragmatic representation of travel distances. Average distances 

were calculated, and a conversion to vertical distances was 

conducted by adopting a standard height of 3 meters per floor. 

 

IV.2 MATHEMATICAL MODEL  

The mathematical model, concerning the objective 

function, aims to minimize the absolute average deviation of the 

workload of attendants each month. The workload is evaluated 

based on the distance and the speed of the equipment used in 

patient transfers, including additional transfer accessories. The 

transformation of distances and the equipment used in patient 

transfers into a unified unit of measurement is necessary for a 

comprehensive assessment of the cumulative workload of 

attendants. This transformation ensures a clearer representation of 

workload weights in terms of time. 

1. Calculating the Average Speed of Patient Transfer Equipment 

and Additional Transfer Accessories for Cumulative Workload 

Assessment: 

To compute the average speed, the distance between 

departments, obtained through data collection, is utilized along 

with the time spent on tasks. The time data retrieved from the 

system is initially in Epoch Time format. 

  
Epoch Time

86,400
+ 25,569  (1) 

 

Subsequently, it is converted into standard time format. 

After the conversion, the time is represented in regular seconds, 

enabling the calculation of the average speed of patient transfer 
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equipment and additional transfer accessories used in patient 

transfers as shown in Table 1. 

 

Table 1: Average speed ratios for the 7 criteria. 

Criteria 

Overall 

Speed 

Ratio 

True 

Instances 

Average 

Speed 

(m/s) 

Wheelchair 211.57 160 1.32 

Wheelchair + 

Saltwater/Rubber 

Tube/Foley Catheter 

14.51 19 0.76 

Crutch 68.66 97 0.71 

Crutch + 

Saltwater/Rubber 

Tube/Foley Catheter 

56.37 92 0.61 

Crutch + Ventilator 2.90 5 0.58 

Crutch + O2 9.92 31 0.32 

Crutch + Over 1.57 8 0.20 

Source: Authors, (2024). 

 

2. Mathematical Model Using the Absolute Average Deviation 

Component: 

Indices 

 𝑖  : Set of attendants (i = 1, 2, …, n) 

 𝑗  : Set of assigned tasks (j = 1, 2, .., m) 

 𝑘  : Set of workdays (k = 1, 2, …, k) 

Parameters 

 𝑤𝑖𝑗
𝑘 : Cumulative workload of attendant i assigned to 

task j accumulated from day 1 to day k. 

 meank: The average cumulative working time of 

attendants at present 

 ei: Deviation value of attendant i. 

Decision Variable 

 xij : Equals 1 when attendant i is assigned task j; 

otherwise, it is 0. 

 𝑒𝑖
+ : Deviation value of attendant i when ei is greater 

than 0 

 𝑒𝑖
− : Deviation value of attendant i when ei is less than 

0 

Objective function 

𝑀𝑖𝑛 𝑍 =  
∑  |𝑒𝑖|𝑛

𝑖=1

𝑛
                                    (2)     

Constraints 

𝑒𝑖 =  𝑚𝑒𝑎𝑛𝑘 − ∑ 𝑤𝑖𝑗
𝑘

𝑚

𝑗=1

𝑥𝑖𝑗     ∀𝑖,𝑘 
 

(3) 

∑ 𝑥𝑖𝑗 = 1  

𝑛

𝑖=1

 ∀𝑗 
 

(4) 

∑ 𝑥𝑖𝑗 = 1  

𝑚

𝑗=1

 ∀𝑖 
 

(5) 

𝑥𝑖𝑗 =  {0,1}                                                                 ∀𝑖,𝑗 (6) 

 

Equation (2) presents the objective function with the aim 

of finding the absolute deviation average of cumulative working 

time for the attendant with the lowest value. This equation is 

derived from the absolute deviation average equation, where the 

variable ei can be obtained from the difference between the average 

cumulative workload of all attendants on day k and the cumulative 

workload of attendant i performing task j from day 1 to k as shown 

in Equation (3). Regarding the constraint equations, they enforce 

that each task is assigned to only one attendant, expressed in 

Equation (4) , and that each attendant must be assigned one task. 

Since the system involves assigning tasks sequentially, additional 

tasks are created equal to the number of attendants. These 

artificially generated tasks facilitate the optimization process of the 

Hungarian method, as outlined in Equations (5) . The decision 

variable (xij)  is binary, reflecting the decision to perform or not 

perform a task, expressed in Equation (6). 

Based on the proposed mathematical model, it is observed 

that the absolute deviation of attendant i (ei) is subject to absolute 

value, indicating that ei can be either positive or negative. To 

conform to the standard format of linear programming problems, 

the variable ei is transformed into ei= ei
+- ei

-. To achieve this 

transformation, it is required that both ei
+ and ei

- are greater than or 

equal to 0, as stated in Equations  (12)  and  (13). In summary, the 

objective function aims to minimize the sum of absolute workload 

deviations for each attendant in each month divided by the total 

number of attendants (n). Therefore, the reformulation of 

mathematical model is presented as follows.  

Objective function 

𝑀𝑖𝑛 𝑍 =  
∑  (𝑒𝑖

++𝑒𝑖
−)𝑛

𝑖=1

𝑛
                                      (7)     

Constraints 

𝑒𝑖
+ −  𝑒𝑖

− + ∑ 𝑤𝑖𝑗
𝑘

𝑚

𝑗=1

𝑥𝑖𝑗 =  𝑚𝑒𝑎𝑛𝑘     ∀𝑖,𝑘 
 

(8) 

∑ 𝑥𝑖𝑗 = 1  

𝑛

𝑖=1

 ∀𝑗 
 

(9) 

∑ 𝑥𝑖𝑗 = 1  

𝑚

𝑗=1

 ∀𝑖 
 

(10) 

𝑥𝑖𝑗 =  {0,1}                                                                 ∀𝑖,𝑗 (11) 

𝑒𝑖
+ ≥  0                                                              

∀𝑖 
 

(12) 

𝑒𝑖
−  ≥  0                                                              ∀𝑖 (13) 

 

IV.3 MODEL VALIDATION  

In the validation phase of the mathematical model, the 

accuracy of the mathematical model and the constraint equations 

used to solve the problem is examined to determine if tasks can be 

assigned to attendants to achieve balance. This involves simulating 

small-scale data to test the mathematical model, allowing it to 

produce results more efficiently. In this section, Microsoft Excel 

Solver is employed as a tool for testing. The objective function, 

decision variables, and various constraints of the Solver are 

specified. The objective function aims to minimize the absolute 

deviation average of cumulative workload for attendants in each 

month. The Microsoft Excel Solver is used to test whether the 

mathematical model can efficiently allocate tasks to attendants 

while achieving the minimum absolute deviation average of 

cumulative workload. This validation process ensures that the 

model accurately represents the problem and can provide optimal 

solutions. 

IV.4 PROBLEM DEVELOPMENT 

In the program development section, the researchers opted 

to use Microsoft Excel as their programming tool for allocating 

tasks to hospital attendants at the case study hospital, aiming to 

achieve a balanced workload. Microsoft Excel allows the 

integration of Visual Basic for Applications (VBA) code into its 

spreadsheet application, facilitating the creation of a user-friendly 

Page 222



 
 
 

 

One, Two and Three, ITEGAM-JETIA, Manaus, v.10 n.50, p. 219-227, November./ December., 2024. 

 

 

program. This program, once developed, will automate the task 

allocation process based on the mathematical model created. 

The researchers designed the program using VBA with 

the objective of creating a systematic and user-friendly tool for 

practical use. The program's workflow is illustrated in Figure 2. 

 

 
Figure 2: Workflow of the program. 

Source: Authors, (2024). 

 

The program is divided into three main parts: 

Part 1: Preliminary 

This part is responsible for data input, including the list of 

attending staff, the origin and destination departments for patient 

transfers, and the equipment used. It calculates the workload based 

on the distance traveled, equipment speed, and assigns this 

workload to be used in the task assignment process in Part 2. 

Part 2: Assignment 

This section utilizes the mathematical model to allocate 

tasks. It displays the assignment results from the Solver tool, 

showing which attendant is assigned which task and the 

corresponding workload. The results are then sent to Part 3. 

Part 3: Results 

This part displays the task assignment results obtained 

from Part 2. The results are added to the cumulative workload from 

previous rounds, and the new cumulative workload is sent back to 

Part 1 to inform task assignment decisions in the next round. 

The three-part structure ensures a clear and organized 

workflow for the program, making it efficient and user-friendly for 

real-world applications. 

IV.5 RESULTS ANALYSIS 

The obtained data is subjected to further analysis, 

focusing on the results obtained from the actual work records of 

attendants who received task assignments. This data has been 

previously collected for the month of September (2022), consisting 

of a total of 456 records. The information includes the names of 

assigned attendants, the origin and destination departments for 

patient transfers, as well as the equipment used for the transfers, 

including auxiliary equipment. This data is input into a program to 

calculate the workload for each task. Subsequently, the calculated 

workload values are used to update the cumulative workload of 

each attendant. The cumulative workload obtained from task 

assignments using the old method is then compared with the 

cumulative workload obtained from task assignments using the 

mathematical model created by the Excel Solver tool. The results 

are recorded and presented in Table 2 for further analysis.  

In scrutinizing Table 2 and Figure 3, a conspicuous 

observation emerges regarding the standard deviation values of 

cumulative workload among transport staff members. Specifically, 

the standard deviation associated with the conventional task 

assignment method stands at 7,754 seconds, eclipsing the 

analogous metric derived from the simplistic program, which 

registers at 1,847 seconds. This dichotomy underscores the 

superior equilibrium achieved by the program in workload 

distribution during the month of September compared to the 

traditional approach. Furthermore, discernible workload variations 

among staff members can be attributed to discrepancies in the 

number of workdays for certain individuals during that month.  

In the subsequent analysis, a robust statistical examination 

was undertaken to assess the statistical significance of the 

difference in standard deviations in cumulative workloads between 

the traditional assignment method and the utilization of the 

straightforward program. The null hypothesis (H0) posits the 

equality of standard deviations (σ1 = σ2), while the alternative 

hypothesis (H1) asserts that the standard deviation associated with 

the traditional method surpasses that of the uncomplicated program 

(σ1 > σ2). 

The examination of cumulative workload data for hospital 

transport staff at the case study hospital during September has 

revealed noteworthy insights. The conventional assignment 

method yielded a variance of 60, 120 and 711 in cumulative 

workloads, while the utilization of a program for task assignments 

resulted in a significantly lower variance of 3, 412, and 865. A 

meticulous comparative analysis of these cumulative workload 

variances indicates a profound statistical impact on the workload 

distribution among hospital transport staff. 

 

Table 2: Comparison of task assignment results between the traditional method and after implementing the morning and afternoon shifts 

model in august, 2022. 

Staff First Name The actual number of working days 
Before After 

Time of cumulative workloads (Second) Time of cumulative workloads (Second) 

A 8 6,996 6,523 

B 18 11,068 9,198 

C 18 31,001 9,895 

D 11 15,786 11,251 

E 3 1,671 3,212 

D 21 19,122 10,016 

G 16 14,228 10,064 

H 12 8,957 10,017 

I 12 9,350 9,938 
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J 13 8,386 9,360 

K 6 4,147 10,376 

L 11 10,750 9,913 

M 5 1,166 9,383 

N 7 3,771 8,767 

O 5 3,520 7,659 

P 4 1,642 9,382 

Q 4 2,665 9,264 

Mean 9,072 9,072 

SD 7,754 1,847 

Source: Authors, (2024). 

 

Note: In the section about some attendants having different 

cumulative workload values than other attendants, this is due to the 

fact that in that month, those specific attendants had fewer actual 

working days compared to other attendants. 

The empirical findings suggest that the implementation of 

the straightforward program for task assignments has a substantial 

influence on reducing the variance in cumulative workloads. The 

statistical significance of this impact is robust, attaining a 95% 

confidence level. Additionally, the p-value derived from the F-test, 

being less than 0.05, leads to the rejection of the null hypothesis 

(H0: σ1 = σ2) and the acceptance of the alternative hypothesis (H1: 

σ1 > σ2). This implies that the program significantly contributes to 

minimizing the variability in cumulative workloads, fostering a 

more consistent distribution among the hospital transport staff. 

 

 
Figure 3: Comparison graph of workload results before and after 

optimization. 

Source: Authors, (2024). 

 
Figure 4: Statistical Analysis using F-Test. 

Source: Authors, (2024). 

 

Table 3: Summary of user satisfaction evaluation for the program. 

Satisfaction Aspect 
Satisfaction 

Mean Score Percentage 

1. Operational Processes / 

Program Workflow 
4.5 90 

1.1 Program Workflow 

Pattern 
4 80 

1.2 Program Task Execution 

Capability 
5 100 

2. Program Efficiency 3.6 72 

2.1 Accuracy and Precision 4 80 

2.2 Alignment with 

Objectives 
3 60 

2.3 Data Accuracy and 

Currency 
4 80 

2.4 User-Friendliness 4 80 

2.5 Program Stability 3 60 

3. User-Friendliness 3 60 

3.1 Overall Program Design 

Suitability 
3 60 

3.2 Ease of Use and 

Simplicity 
3 60 

4. Program Quality 4 80 
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4.1 Future Usability of the 

Program 
4 80 

4.2 Satisfaction with Program 

Usage 
4 80 

Overall Score 3.78 75.6 

Source: Authors, (2024). 
 

Note: 

Mean satisfaction scores interpretation: 

4.51 - 5.00: Highly Satisfied 

3.51 - 4.50: Satisfied 

2.51 - 3.50: Moderate Satisfaction 

1.51 - 2.50: Dissatisfied 

1.00 - 1.50: Highly Dissatisfied 

Satisfaction percentage interpretation: 

91 - 100%: Highly Satisfied 

71 - 90%: Satisfied 

51 - 70%: Moderate Satisfaction 

31 - 50%: Dissatisfied 

21 - 30%: Highly Dissatisfied 

 

The empirical findings in Figure 4 suggest that the 

implementation of the straightforward program for task 

assignments has a substantial influence on reducing the variance in 

cumulative workloads. The statistical significance of this impact is 

robust, attaining a 95% confidence level. Additionally, the p-value 

derived from the F-test, being less than 0.05, leads to the rejection 

of the null hypothesis (H0: σ1 = σ2) and the acceptance of the 

alternative hypothesis (H1: σ1 > σ2). This implies that the program 

significantly contributes to minimizing the variability in 

cumulative workloads, fostering a more consistent distribution 

among the hospital transport staff. 

In conclusion, the application of the program for task 

assignments has demonstrated not only practical efficacy but also 

statistical significance, affirming its positive influence on 

mitigating the variability in cumulative workloads for hospital 

transport staff at the case study hospital. 

Following the statistical analysis using the F-Test with 

Minitab software, the examination of the standard deviations of 

cumulative workloads for hospital transport staff, both assigned 

tasks using the traditional method and the newly introduced 

program, revealed a statistically significant reduction in workload 

variance. The ensuing standard deviation values were then utilized 

to calculate the proportional reduction in workload variance before 

and after the implementation of the program, with the 

comprehensive findings meticulously compiled into a thorough 

report. 

Additionally, the program, meticulously crafted by the 

researcher, was presented to the head of the transport center for 

practical application. The opportunity for hands-on usage allowed 

the center's head to gain profound insights into the intricacies of the 

program's operational processes. A detailed evaluation form was 

subsequently administered, focusing on four key dimensions: 1) 

Process or operational workflow, 2) Program efficiency, 3) User-

friendliness, and 4) Program quality. 

The culmination of the evaluation process yielded an 

overall satisfaction level with a mean score of 3.78, indicating a 

commendable degree of contentment. Notably, the assessment of 

operational processes (Dimension 1) stood out with the highest 

satisfaction level, attaining a mean score of 4.5. Simultaneously, 

program efficiency (Dimension 2) garnered a satisfactory mean 

score of 3.6. User-friendliness (Dimension 3) achieved a moderate 

satisfaction level, obtaining a mean score of 3, while program 

quality (Dimension 4) secured a high satisfaction level with a mean 

score of 4. The nuanced satisfaction ratings are meticulously 

detailed in Table 3. 

 

IV.6 MANAGERIAL INSIGHTS 

The managerial insights derived from this research 

provide valuable information and recommendations for decision-

makers and managers. Here are some key managerial insights: 

1. Efficiency Improvement through Program 

Implementation: The implementation of the program has resulted 

in increased operational efficiency. The program's task execution 

capability and workflow pattern received high satisfaction scores 

(100% and 80%, respectively). Managers can infer that adopting 

this program enhances overall efficiency in task management. 

2. Accuracy and Data Quality: Users expressed 

satisfaction with the program's accuracy and precision, data 

accuracy, and currency (80% satisfaction for each). This suggests 

that the program contributes to maintaining high data quality. 

Managers should recognize the importance of accurate information 

for decision-making processes. 

3. User-Friendly Design: The program's overall design 

suitability and ease of use received moderate satisfaction scores 

(60%). Managers should consider investing in further user interface 

enhancements to make the program more user-friendly, potentially 

leading to increased satisfaction and productivity. 

4. Stability and Future Usability: Program stability 

received a satisfaction score of 60%, indicating room for 

improvement. Managers should focus on enhancing the stability of 

the program to ensure a seamless user experience. Additionally, the 

positive response regarding the future usability of the program 

(80%) suggests that continued investment in the program is 

worthwhile. 

5. Holistic Program Quality: The overall program quality, 

including its ability to meet objectives and user satisfaction, scored 

80%. Managers can interpret this as a positive indication that the 

program is perceived as valuable and meets the needs of the users. 

Continuous quality monitoring and updates should be implemented 

to sustain high satisfaction levels. 

6. Employee Training and Support: To address areas of 

lower satisfaction, particularly in user-friendliness, managers 

should consider implementing training programs or providing 

additional support to users. This can help users adapt to the 

program more easily and increase overall satisfaction. 

7. Strategic Decision-Making: The insights gained from 

the research can inform strategic decision-making regarding the 

use and enhancement of the program. Whether it involves refining 

the user interface, improving stability, or planning for the 

program's future use, managers can strategically allocate resources 

for maximum impact. 

8. Continuous Feedback Loop: Establishing a continuous 

feedback loop with end-users can further enhance the program's 

effectiveness. Regularly soliciting feedback, addressing concerns, 

and implementing user-driven improvements contribute to long-

term user satisfaction and sustained program success. 

By considering these insights, managers can make 

informed decisions to optimize the use of the program, improve 

user satisfaction, and align organizational processes with strategic 

objectives. 

V. CONCLUSIONS 

The researcher has embarked on the systematic aggregation 

of data, encompassing information derived from the work logging 

software employed by the transport staff. This dataset is 
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instrumental in the derivation of speed parameters for the 

equipment integral to patient transport, both in terms of primary 

conveyance apparatus and ancillary devices. Furthermore, 

pertinent data concerning inter-departmental distances is compiled 

to facilitate the computation of workload metrics. Subsequently, a 

mathematical model is conceived, characterized by the 

optimization of the objective function—specifically, the 

minimization of the absolute deviation in cumulative workload 

values across each month, as articulated in Equation (4). The 

ensuing imperative is the meticulous validation of the 

mathematical model's precision, a task undertaken through the 

simulation of petite-scale data using the Excel Solver functionality 

within the Microsoft Excel milieu. The outcomes of this simulation 

attest to the model's efficacy in task assignment, demonstrating a 

predilection for staff members with reduced cumulative workloads, 

thus aligning seamlessly with the stipulated research objectives. 

Post-validation, the research trajectory pivots towards the 

development of a rudimentary program. This choice leans towards 

Microsoft Excel due to its adeptness in accommodating Visual 

Basic for Applications (VBA) code amalgamated into the fabric of 

Visual Basic applications within the Microsoft Excel ecosystem. 

The program's elementary nature engenders an automatic 

generation of results predicated on assigned tasks, leveraging the 

underlying mathematical model. A trial deployment of the program 

ensues, utilizing authentic work data from the transport staff in 

September, juxtaposing the outcomes against the actual task 

assignments. This comparative analysis reveals a noteworthy 

reduction in the standard deviation of the cumulative workload for 

transport staff—from 7,754 seconds to 1,847 seconds—

constituting a consequential diminution of 76.17%. 

In the vein of suggestions for augmentative refinement, it is 

posited that the program could be elevated through the infusion of 

code in alternative languages, thereby concomitantly enhancing 

processing velocity and broadening the gamut of tasks within its 

purview [13]. Anticipating scenarios involving the engagement of 

temporary staff, prospective iterations may contemplate the 

integration of additional conditions to accord precedence to the task 

allocation for daily wage laborers. Instances where transport staff 

undergoes transient work cessation and subsequent resumption 

would necessitate programmatic adjustments to forestall the 

imposition of unduly burdensome tasks upon returning staff 

members. Moreover, a prudent course of action entails the 

delineation of an upper limit for the workload value, preempting 

the assignment of tasks that surpass manageable thresholds. 

Further considerations advocate for program refinements 

catering to scenarios typified by consecutive or overlapping task 

assignments. A nuanced modification would entail the 

incorporation of supplementary conditions stipulating that actively 

engaged transport staff should be exempted from the reception of 

new tasks. This adaptive measure ensures that the program 

mitigates the challenge of consecutively or concurrently assigned 

tasks. Additionally, programmatic adaptations beckon the 

integration of functionalities permitting nursing personnel to input 

data into the system. This symbiotic interfacing allows the 

mathematical model ingrained in the system to systematically 

process information and proactively apprise the transport center 

regarding new tasks, subsequently allotting these tasks to available 

transport staff. 

Moreover, this research can provide actionable insights that 

can be applied to SME, enabling enhanced operational efficiency, 

resource optimization, and overall competitiveness through the 

adaptation of workload balancing and mathematical modeling 

principles. 
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The proposed study is a machine learning application using a Neural Network for the 

prediction and identification of the thickness of aluminum placed over a steel plate. Two 

thousand and five hundred datasets with the eddy current method of different aluminum 

plate thicknesses above a steel plate and working frequencies of EC-sensor were generated 

using experimentally validated analytical models in our previous research. The data has 

three input parameters (normalized resistance, normalized reactance, and frequency) and 

one output (thickness). The ANN architecture involves careful consideration of the 

number of hidden layers and neurons within the model. The acquired data was split into 

two sections: the first section was used to train and test the selected model, and the second 

section was used to test the model on untrained data to demonstrate its high accuracy. The 

results obtained, as mentioned in the article, prove the validity and sensibility of the 

chosen model.  
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I. INTRODUCTION 

Industrial components commonly surface treated through 

the application of engineering coatings, conferring new functional 

properties to the material surface like hardness, electrical 

conductivity, and thermal insulation...etc. The material 

composition of coatings, and desired properties such as thickness 

and adhesion to substrates, is controlled by specific deposition 

techniques and processes, i.e., PVD, CVD, electroplating, thermal 

spray, and others.  Regardless of the selected process, rigorous 

control over coating quality is essential to ensure that the treated 

surfaces meet specified standards. When the coating parameters 

such as thickness is out of required specifications; the performance 

will be then negatively altered.  Hence, the ability of the assessment 

of coating properties by the mean of non-destructive method offers 

a crucial importance for many industrial sectors such as aerospace, 

energy. In fact, Non-destructive evaluation techniques are based on 

determining the inherent physical and mechanical characteristics of 

a material without damaging or affecting its intended functionality, 

and subsequently using the resulted data to decide and predict its 

performance in the suitable applications [1].  

Eddy current testing (NDE-EC) among other is a highly 

sensitive and less costly non-destructive evaluation technique 

compared to other methods. It is widely used particularly to detect 

geometric defects of material. Several experimental works have 

established that NDE-EC is a robust and reproductible technique to 

measure and reveal cracks, corrosion failure and thickness of 

protective coatings [2–8] .  

NDE-EC modeling is also an additional study that can aid to 

better understanding the corresponding electrical and magnetic 

phenomena. Many research efforts have focused on the modeling 

and simulation of NDE-EC. Commonly the modeling study is 

associated with an inversion problem analysis in order  to 

characterize or identify either the physical or geometric properties 

of the materials, or to optimize the inspection process [9], [10]. 

Design, development, and optimization of eddy current as non-

destructive evaluation (NDE-EC) have been successfully 

developed through analytical  [2], [3], [6–8], [11], [12] and 
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numerical modeling [4], [5], [10], [13–16] based on 

electromagnetic systems.  

The principle of thickness measurement by NDE-EC, is 

based on induced voltage or impedance change in a coil which is 

positioned above the plate to be measured. When alternating 

current is added at different frequencies in the coil an eddy-current 

is generated at different depths of the conductive plate providing  a 

beneficial electromagnetic parameter information to measure and 

evaluate the thickness [2],[4], [5–8],[11],[12],[14],[16],[17]. 

According to Huang et al,  NDE-EC is a relevant 

experimental  technique to determine thin coatings thickness by the 

placement of  the impedance of a coil probe above a coated 

multilayered plate using the swept-frequency eddy current testing 

method [14]. The studied phenomenon was described theoretically 

by Dodd and Deeds in [18], [3], [19] being a solution of the 

analytical expression of the coil impedance. Whereas, the 

optimization can be conducted by some methods such as artificial 

intelligence optimization to iteratively determine the thickness of 

coating layer based on the coil impedance.  

Several artificial intelligence algorithms such as artificial 

neural networks (ANN)  have proven successfully a good  

capability of managing, modeling, forecasting [20], [21], and 

predicting various aspects in electromagnetic, mechanical, and 

geometrical characterization, [22], [23].  

As a data-driven computational model, artificial neural 

networks (ANN) can learn from given examples and ascertain the 

relationship between inputs and outputs without passing by a 

physical model, which can decrease the strong need for further 

extensive research. 

The present work is a complementary study to the previous 

one of   [24]. Where, they had experimentally validated analytical 

models developed by Dodd and Deeds and Theodoulidis et al [19], 

[25]. In fact, the main objective is firstly modeling of eddy current 

sensor-based system that allows thickness measurement of an 

aluminum layer in multilayer material in accurate and fast way the 

thickness of the aluminum plate (coating) placed on steel substrate 

over a wide range of frequencies. Secondly, the investigation of 

future values prediction for an aluminum plate thickness by ANN 

model.  Where, training and testing datasets were initially produced 

using the previously validated models [24]. 

 An artificial neural network (ANN) model has been 

created using the acquired datasets. Our artificial neural network 

(ANN) design considers the optimum arrangement of hidden layers 

and neurons in the model. The obtained data was divided into two 

parts: the initial part was used for training and evaluating the 

selected model, while the next one was used to evaluate the model's 

performance on untrained data, demonstrating its accuracy in the 

forecast of thickness. The collected results demonstrate the selected 

model's accuracy and sensitivity. 

II. DATASET PREPARATION 

Our study assumes that the provided problem is an 

axisymmetric eddy current. We adapt the system utilized in 

previous works (Figure 1) [3], [24]. A cylindrical coil of 

rectangular cross-section serves as the excitation source, positioned 

above a two-layer material where the first layer is a conductive 

material (aluminum) and the bottom layer is a ferromagnetic 

material (steel). Once more, the computation of the coil impedance 

changes induced by eddy current in the multilayer conductor is of 

primary concern [3], [24].  

 

 
Figure1: Issue description. 

Source: Authors, (2024). 

 

The material to be evaluated has fixed physical parameters: 

two homogeneous layers of constant electric conductivity (σ) and 

relative magnetic permeability (μr). The distance between the coil 

and the material (lift-off) is fixed at 0.01 mm. It indicates how 

much the induced eddy currents alter the coil impedance and how 

much the coil is electromagnetically coupled to the material. The 

coil, top, and bottom layers extend to infinity in the third coordinate 

(z). The thickness of the first layer is changed from 0.01 to 0.25 

mm, and the thickness of the steel layer is fixed to 5mm. 

Tables 1 and 2 summarise the physical and geometrical properties 

of the material and coil used, respectively. 

Table 1: The physical and geometrical properties of the material. 

Multilayer 

material 

Electrical 

conductivity 

(MS/m) 

Relative 

magnetic 

permeability 

Thickness 

of plate 

(mm) 

First layer 

(Aluminum) 

35.5 1 From 0.01 

to 0.25 

Second layer 

(Steel) 

4.2 50 10 

Source : Authors, (2024). 

 

Table 2: Geometrical properties of the coil. 

Coil parameter  

Outer diameter 19.4 mm 

Inner diameter 10 mm 

Height 4 mm 

Lift-off 0.01 mm 

Number of spires 406 

Source: Authors, (2024). 

 

Dodd and Deeds formulation [18] and the developed model 

by [3], [19] give an electromagnetic analytical solution to this 

problem.  The magnetic vector potential A formulation in all 

regions satisfies the equation (1):  

                              (

𝜕2𝐴

𝜕𝑟2
+

1

𝑟

𝜕𝐴

𝜕𝑟
−

𝐴

𝑟2
+

𝜕2𝐴

𝜕𝑧2
=

(𝑗𝜔𝜇𝑟𝜇0𝜎)2𝐴 − 𝜇0𝐼𝛿(𝑟1𝑟0)𝛿(𝑧1𝑧0)

)           (1) 
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δ is the penetration depth and I is the coil current, The total 

impedance of the coil is the sum of the individual coil impedance 

Z0 and the change in impedance Z produced by the conductive 

layer system. This change in impedance is a result of the presence 

of eddy currents within the system, which can be explained using 

the superposition principle. Having obtained the equation for Z0, 

equation (2) our task now is to calculate the value of ∆Z. 

(

∆𝑍 = ∆𝑅 − 𝑗∆𝑋 = (𝑅𝑐 − 𝑅0) + 𝑗(𝑋𝑐−𝑋0)

=
𝑗2𝜋𝜔𝑖0

𝑟2
∫ ∫ 𝐴(𝑒𝑐) (𝑟1𝑍)𝑑𝑟𝑑𝑧 

𝑧2

𝑧1

𝑟2

𝑟1

)          (2) 

Equations (3) and (4) are used to compute the normalized 

resistance and reactance of the sensor for a range of frequencies 

and thicknesses of the aluminum layer as shown in Figure 2 and 3. 

Figure 4 illustrate the impedance normalised plane. 

 

𝑅𝑛 =
𝑅𝑐 − 𝑅0

𝑋0

                                          (3) 

 

𝑋𝑛 =
𝑋𝑐

𝑋0

                                               (4) 

 

Rn and Xn are respectively the normalized resistance and 

normalized reactance. Rc and Xc are respectively the resistance and 

reactance of the eddy current sensor. R0 and X0 are respectively the 

sensor resistance and reactance sensor resistance without existence 

of material. 

By varying the thickness of the first layer and the signal 

frequency by powering the sensor in an interval of 100 Hz up to 10 

kHz with a step of 100 Hz, we obtained one hundred data points 

for each thickness. Furthermore, the thickness variation was from 

0.01 mm to 0.25 mm with a step of 0.01 mm. In the end, we 

obtained data from 25 samples of the thickness of the first layer, 

and each one has 100 frequency calculations. At the end, three 

variables are in the input layer and a single output layer, each 

containing 2500 samples. The analytic model defined the 

normalized resistance and reactance, which proved the 

experimental solution to this problem in [24]. 

 

 
Figure 2: Normalized resistance. 

Source: Authors, (2024). 

 
Figure 3: Normalized reactance. 

Source: Authors, (2024). 

 
Figure 4: Impedance plane diagram. 

Source: Authors, (2024). 

 

III. ARTIFICIAL NEURAL NETWORK 

This section delves into the development and training of an 

Artificial Neural Network (ANN) model for precise coating 

thickness prediction in eddy current testing scenarios. The ANN 

model is structured with an input layer, one or more hidden layers, 

and an output layer. The dataset is crucial for training the model to 

find relationships between input variables (normalized resistance, 

reactance, frequency) and output variables (thickness of the 

aluminum layer). 

The ANN architecture involves careful consideration of the 

number of hidden layers and neurons within the model. Iterative 

testing determines that the optimal performance is achieved with 

12 neurons in a hidden layer. The activation functions, specifically 

the sigmoid function in hidden layers and a linear function in the 

output layer, contribute to the model's capacity to learn complex 

relationships within the data. Figure (5) show the implemented 

ANN model's structure. The input layer of the Artificial Neural 

Network (ANN) is composed of essential parameters, including the 

responses of the coil at various frequencies. These variables play a 

pivotal role in providing the necessary input for the network to 

evaluate and predict the output layer, which presents the thickness 

of the coating layer. The ANN comprises 12 hidden layers, each 

contributing to the network's ability to capture intricate patterns 
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inherent in structural responses. The activation functions are 

employed in these layers to introduce non-linearities crucial for 

accurate prediction. The training process involves using a neural 

fitting application, where 85% of the dataset is randomly selected 

for training the model. The iterative nature of this process allows 

the model to adjust its internal parameters to minimize the mean 

square error (MSE), optimizing its ability to predict coating 

thickness accurately. 

 

 
Figure 5: The implemented ANN model's structure. 

Source: Authors, (2024). 

 

Fine-tuning hyperparameters is a crucial step in enhancing 

the model's performance, including optimizing the learning rate 

and batch size to achieve the best convergence during training. 

After training, the model's performance is rigorously tested on the 

remaining 15% of the dataset. Evaluation metrics such as R-

squared (R2) and Mean Squared Error (MSE) provide insights into 

how well the model generalizes to new, unseen data. 

The loss function of the regression ANN models was the mean 

square error (MSE), as expressed as follow: 

 

𝑀𝑠𝑒 =
1

𝑛
∑(𝑇ℎ𝑠 − 𝑇ℎ𝑝)2

𝑛

1

                               (5) 

Were: 

𝑇ℎ𝑠 is simulated thickness values and 𝑇ℎ𝑝 is Predicted thickness 

values. 

IV. RESULTS AND DISCUSSIONS 

The regression ANN model was used to predict the 

thickness of the first layer of a multilayer material, which is an 

aluminum thin plate over a thick steel plate.  

The network is a two-layer feedforward network with a sigmoid 

transfer function in the hidden layer and a linear transfer function 

in the output layer. The layer size value defines the number of 

hidden neurons, which have 12 neurons. You can see the network 

architecture in Figure 6. The network plot updates to reflect the 

input data. In this study, the data has three inputs (features) and one 

output. To show that it is feasible to apply a well-trained ANN 

model to untrained datasets, we only used the data from the 

thickness plate ranging from 0.01 mm to 0.2 mm for training and 

testing the selected ANN in our study. The remaining data was 

obtained for test the untrained data. 

The training performance of our neural network model is 

displayed in Figure 7, which also shows the mean squared errors 

(MSE) for the training and test data throughout the epochs. 

 
Figure 6: ANN Structure. 

Source: Authors, (2024). 

 

The vertical axis shows the mean square error, and the 

horizontal axis shows the number of epochs. The blue line, which 

rapidly decreases until stabilizing, represents the error on the 

training set. The red line represents the error on the test set. The 

black horizontal dotted line denotes the highest performance during 

training, and the blue circle denotes the optimal performance, 

which arrived at epoch 815 with an MSE of 5.2282e-10. This 

shows that the model performed exceedingly well on the test data, 

and the model has successfully learned the training dataset. 

 
Figure 7: ANN performance. 

Source: Authors, (2024). 

 

To further substantiate the training performance, Figure 8 

displays the error histogram plot for the training dataset. It displays 

data points known as outliers or those whose fits are noticeably 

poorer than those of the majority of the data. In our training model, 

there are no outliers in the data because the majority of the data lies 

on the zero-error line, and all errors fall between -5.1e-5 and 6.73e-

5, which supports the performance results in Figure 7. The artificial 

neural network's performance is evaluated by calculating the 

variance between the test dataset's true values and the network's 

predicted values. The correlation between the first layer's 

anticipated and simulated thicknesses is displayed in Figure 9. The 

training and testing datasets had 1700 and 300 instances, 

respectively. For the training and testing datasets, the 

corresponding R2 values were 1, and the regression lines had slopes 
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of (1×Target+1.5e-7) and (1×Target+2.7e-6), respectively. 

Regression line slopes and R2 values were both near 1.0, 

suggesting that the results that were predicted by the regression 

ANN model matched well with the analytical simulation results. 

 

 
Figure 8: ANN histogram regression. 

Source: Authors, (2024). 

 

. 

Figure 9: ANN regression. 

Source: Authors, (2024). 

 

After determining the most effective data processing 

approach, it became imperative to validate the applicability of the 

well-trained Artificial Neural Network (ANN) model to datasets 

that were not part of the initial training. All other input datasets that 

did not participate in the training and testing of the ANN model, 

which is the data obtained from the thicknesses of the first plate 

from 0.21 mm to 0.25 mm, were chosen.  The simulated and 

predicted thicknesses of five cases of untrained inputs are 

illustrated in Figure 10 and Figure 11.  

 

 
Figure 10: Regression of untrained predicted thicknesses. 

Source: Authors, (2024). 

 

 
Figure 11: Results obtained for untrained data. 

Source: Authors, (2024). 

V. CONCLUSIONS 

Two thousand and five hundred datasets with the eddy 

current method of different aluminum plate thicknesses above a 

steel plate and working frequencies of EC-sensor were generated 

using experimentally validated analytical models in our previous 

research. The values of the thickness measurement of the first layer 
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predicted by the ANN model were almost identical with the 

simulated results. 

Under the different thicknesses of the plate and working 

frequency of the sensor, the R2 and MSE of the testing dataset were 

1 and ,5.22e-10 respectively. The practicality of implementing the 

proficiently trained ANN model on untrained datasets was 

successfully demonstrated with R2 equal to 0.99996. The model 

parameters, such as the number of neurons in the hidden layer and 

the choice of the activation function, have been systematically 

studied, and the developed ANN model gave quite good prediction 

results. In this study, we avoided those errors by searching for the 

optimal number of neurons and trying training with Bayesian 

regularization. 
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The VaultGuard is a cutting-edge password management solution designed to enhance 

security, convenience, and user experience. A full-featured research work named 

VaultGuard  is developed to assist users in safely creating, organizing, and storing strong 

passwords for a variety of online accounts and programs. This paper offers a wide range of 

features, including secure storage for multiple encrypted passwords using AES256 on 

cloud, Random key generation algorithm for creating an advanced password, updating user 

password timely, and a user-friendly dashboard for managing and organizing login 

information. The system provides a seamless registration process using Fast Identity 

Online 2 algorithm (FIDO2) with Web Authentication (WebAuthn) component, allowing 

users to securely login without needing any password. To further enhance security, the 

research paper employs AES256 Algorithm to safeguard stored passwords, protecting 

them from unauthorized access and data breaches. The system also proactively monitors 

the age of passwords and sends SMS and email notifications to users when their passwords 

are older than a predetermined time period, such as a month, prompting them to update 

their passwords for added security. By combining the convenience of password 

management with authentication, strong encryption, and proactive password monitoring, 

the VaultGuard sets a new standard for secure and user-friendly password management 

systems, effectively addressing the shortcomings of traditional methods with 97.66 % 

accuracy and 98.63% precision. 
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I. INTRODUCTION 

 

In today's digital era, effective password management is crucial 

for ensuring online security and privacy. The VaultGuard 

Research paper is a comprehensive software solution designed to 

help users securely store, organize, and generate strong passwords 

for their various online accounts and applications. The 

VaultGuard enables users to store and manage their login 

credentials for different websites and services in a centralized, 

encrypted database. It requires a Passkey to access the stored 

passwords, making it more convenient and secure than 

memorizing multiple passwords [1], [2].  

A Password-Based Authentication System Based on the 

CAPTCHA [3], represents Artificial Intelligence (AI) inspired 

security methods needed to secure communications in the era of 

quantum computing. The VaultGuard is a secure storage 

component that protects the user's sensitive information using 

strong encryption techniques [4]. This ensures that, even if the 

vault is compromised, the stored passwords remain secure and 

unreadable. The research paper offers a functionality to 

automatically create random passwords with a minimum length 

of 8-20 characters using a combination of uppercase letters, 

lowercase letters, 0-9 digits, and special symbols. It also displays 

the time required to crack the password by a supercomputer, few 

methods like Brute Force Attack, Dictionary Attack, Rainbow 
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Tables etc. can be used providing an estimate of its strength and 

use cases as mentioned in below Table 1 [5]. 
 

Table 1: Comparative Analysis of Different Password Cracking 

Algorithms. 

Algorithm Method Strengths Use Cases 

Brute 

Force 

Exhaustive 

Search 

Guaranteed to find the 

password; simple 

implementation 

Recovering 

short or weak 

passwords. 

Dictionary 

Attack 

Wordlist 

Matching 

Fast; effective against 

weak passwords. 

Cracking user-

chosen weak 

passwords. 

Rainbow 

Tables 

Hash 

Lookup 

Reduces time for 

cracking hashes; 

requires less 

computation than brute 

force. 

Cracking 

stored hashed 

passwords. 

Source: Authors, (2024). 

 To promote better password practices, the research paper 

includes functionality to monitor password age. If a user's 

password is older than 1 month, the server sends an email and an 

SMS notification to remind the user to update their password [6]. 

The VaultGuard Research paper is a robust and feature-rich 

solution for safeguarding sensitive login information, reducing 

the risk of data breaches, and promoting better password 

practices. It combines convenience, security, and advanced 

features to provide a comprehensive password management 

experience for users. 

I.1 OBJECTIVES 

The objectives of proposed research work are as follows. 

• To Implement Passwordless Authentication System: 

Utilize FIDO2 with WebAuthn component standards to 

provide a secure, passwordless login system that mitigates 

the risks associated with traditional password-based 

authentication methods. 

• To provide Secure Password Storage: Employ AES 

256-bit encryption to ensure the secure storage of user- 

generated passwords within a MongoDB database, 

protecting sensitive user information from unauthorized 

access and data breaches. 

• To Automate Password Manager: Integrate an 

automatic password generator that not only creates strong, 

randomized passwords combining uppercase letters, 

lowercase letters, 0-9 digits, and special symbols but also 

informs users about the estimated time required for this 

password to be cracked by a supercomputer. 

• To provide Proactive Security Notifications: Develop 

a system that actively monitors the age of stored passwords 

and automatically notifies users via email and SMS when 

passwords need updating, thus maintaining high security 

standards over time. 

• To enhance User Experience: By employing NodeJS 

and EJS, deliver a responsive, user-friendly interface that 

simplifies user interactions while maintaining high 

performance and security. 

The overarching objectives of this research paper are to provide a 

comprehensive solution that not only secures user data but also 

enhances usability and promotes better password hygiene among 

users. This initiative is aligned with current trends in cyber 

security, aiming to reduce cyber risk through innovative 

technological advancements. 

I.2 LITERATURE REVIEW 

 The study [1] presents "Building and Examining a 

Watchword Store that Impeccably Stows away Passwords from 

itself called SPHINX”, which remains secure indeed when the 

secret word director itself has been compromised. In SPHINX, 

the data put away on the gadget is hypothetically autonomous of 

the user’s ace watchword. Besides, an assailant with full control 

of the gadget, indeed at the time the client interacts with it, learns 

nothing about the ace secret word – the secret word is not entered 

into the gadget in plaintext frame or in any other way that may 

spill data on it.  

 In this inquiry about work [2], the creators dive 

profoundly into the offline word reference assaults on the 

database of passwords (PW) or indeed hashed PW are harmed as 

a single server break-in leads to numerous compromised PWs. In 

this respect, utilizing Physical Unclonable Capacities (PUFs) to 

increment the security of PW chief frameworks has been as of late 

proposed. Utilizing PUFs permits supplanting the hashed PW 

with PUF reactions, which give an extra equipment layer of 

security. In this way, indeed with getting to the database, an 

enemy ought to have physical control of the PUF to discover the 

PWs. 

 A Password-Based Confirmation Framework Based on 

the CAPTCHA, as portrayed [3], speaks to Manufactured Insights 

(AI) motivated security strategies required to secure 

communications in the period of quantum computing. This article 

presents a challenge-response password-based verification 

framework based on the Totally Mechanized Open Turing test to 

tell Computers, People Separated (CAPTCHA) AI difficult 

issues. In this framework, a server sends a challenge content to a 

client, and at that point the client produces an arbitrary picture 

and mixes the challenge content inside this irregular picture 

utilizing his watchword. At that point the client sends the 

produced picture to the server. The server extricates the challenge 

content from the sent picture utilizing his duplicate of the client’s 

secret word. If the extricated challenge content is the same as the 

sent challenge content, at that point both the client’s and the 

server’s duplicates of the secret word coordinate and the client is 

authenticated. 

 The work [4] investigates the interesting world of 

propositions to handle the issue of watchword spillage of 

prevalent websites like Linked-In, Adobe, Gmail, Yahoo, 

eHarmony, etc. by utilizing energetic watchword arrangement and 

improved hash Calculation. Here, a calculation is created that will 

produce watchword arrangements powerfully depending on the 

recurrence of characters. Time complexity is computed, and it is 

found that the calculation works quickly. Since the calculation 

makes watchword arrangements powerfully, it will be intense for 

the aggressor to figure the characteristics of the secret word 

database. 

The investigate study [5,6] basically centers on 

reinforcing the passkey section convention and securing the 

gadgets against detached listening in and dynamic Man-in-the 

center (MITM) assaults in both Bluetooth Essential 

Rate/Enhanced Information Rate (BR/EDR) and Bluetooth Moo 

Vitality (Bluetooth LE). This strategy can be utilized for any 

gadget which employs the passkey passageprotocol. 

 The work [7],[8] leads to key experiences almost the 

trouble of supplanting passwords. Not as it were does no known 

plot come near to giving all craved benefits: none indeed holds 

the full set of benefits that bequest passwords as of now give. In 

specific, there is a wide range from plans advertising minor 
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security benefits past bequest passwords, to those advertising 

critical security benefits in return for being more exorbitant to 

send or more troublesome to utilize. This research paper 

concludes that numerous scholarly recommendations have fizzled 

to pick up footing since analysts once in a while consider a 

adequately wide run of real-world limitations. 

I.3 EXISTING SYSTEMS 

The current landscape of password management and 

authentication systems is characterized by a reliance on 

traditional password-based mechanisms [1-10], which pose 

numerous security challenges. Despite advancements in 

cryptographic practices, many systems continue to depend on 

passwords that users often find difficult to manage and 

remember, leading to compromises in security practices such as 

the reuse of passwords across multiple sites. 

The introduction of two-factor authentication (2FA) [11] has 

provided an additional layer of security; however, it often adds 

complexity to the user experience and does not eliminate the 

fundamental vulnerabilities associated with password theft or 

loss. Moreover, many 2FA implementations remain susceptible 

to phishing and man-in- the-middle attacks, which can intercept 

or replicate the second fator[12]. 

Password managers have become popular for storing and 

generating secure passwords, yet they also concentrate risk by 

storing multiple passwords in a single location, often protected 

by a single master password [13]. Every credential that is stored 

is vulnerable if the master password is hacked. Furthermore, 

these systems do not inherently encourage or enforce strong 

password creation, nor do they typically address the issue of 

password aging, leaving users with potentially vulnerable 

accounts over time. 

Recent developments in the field have seen the adoption of 

password-less authentication methods, such as biometrics and 

hardware tokens, which offer improved security by eliminating 

the need for stored secrets that can be stolen or lost. However, 

these technologies often require additional hardware or specific 

environmental conditions, which can limit their accessibility and 

general usability. 

 In summary, while existing systems have made strides 

towards enhancing security and user convenience, significant 

challenges remain, particularly in terms of security robustness, 

user experience, and accessibility. These challenges underscore 

the necessity for innovative solutions like “VaultGuard,” which 

seeks to address these gaps through the integration of advanced 

encryption, password-less authentication, and proactive security 

measures. 

 

I.4 LIMITATION ON EXISTING SYSTEM 

The limitations of the existing systems are as follows; 

• Password managers that store user data in a centralized server 

can pose a risk if the server is compromised or becomes 

unavailable [13]. 

• Some password managers may not support all operating 

systems, browsers, or devices, which can limit accessibility 

for users working across multiple platforms. 

• Synchronization issues may arise when using password 

managers across multiple devices, leading to inconsistencies 

or delays in accessing passwords. 

• Despite the convenience of password managers, some users 

may find them complex or intimidating to set up and use, 

which could hinder adoption and usage. 

• While some password managers are free, others may require 

a subscription, which can be a barrier for users who prefer a 

free solution or are unwilling to pay for additional features 

[12]. 

• If a user's master password is compromised, all the stored 

passwords within the password manager become vulnerable. 

Implementing additional security measures, such as two-

factor authentication, can help mitigate this risk, but it 

remains a limitation of password-based systems [13]. 

I.5 PROBLEM STATEMENT 

In today's digital age, managing multiple online accounts 

with unique and robust passwords has become a challenging task 

for individuals and organizations. Users often struggle to 

remember complex passwords or resort to using the same 

passwords across multiple websites, which can lead to security 

vulnerabilities. Traditional password-based authentication 

systems are susceptible to various threats, such as weak 

passwords, phishing attacks, and data breaches. Existing 

password management systems may not offer adequate protection 

against unauthorized access, leaving sensitive data vulnerable.  

 Users often lack the knowledge and resources to create 

strong, unique passwords for their accounts, further 

compromising their security. Creating and managing complex 

passwords can be time-consuming and cumbersome, leading to 

frustration and decreased user adoption. Ensuring the security of 

stored passwords is a significant challenge, and data breaches can 

have severe consequences for both individuals and organizations.  

 To address these challenges, the VaultGuard aims to 

develop a comprehensive and secure password management 

solution that incorporates a robust password generator, a secure 

password vault, and encryption algorithms to safeguard sensitive 

information. By offering a user-friendly and highly secure 

password management system, the study aims to improve 

password security, reduce the burden of managing multiple 

passwords, and enhance overall digital security for users.  

II. PROPOSED SYSTEM 

To address the limitations identified in existing password 

management and authentication systems, “VaultGuard” 

introduces a comprehensive solution that emphasizes security, 

usability, and proactive management. The proposed system 

integrates several key innovations and improvements over 

traditional methods: 

 Passwordless Authentication using FIDO2  with 

WebAuthn component: “VaultGuard” utilizes the FIDO2 

standard to enable passwordless authentication. This method 

significantly reduces the risk of password-related breaches by 

eliminating the need for users to remember and manage 

traditional passwords, thus also decreasing vulnerability to 

phishing and brute-force attacks. 

 AES 256-Bit Encryption: All passwords generated or 

stored within the system are encrypted using the Advanced 

Encryption Standard (AES) with a 256-bit key, currently the 

gold standard in encryption. This ensures that even if data is 

intercepted, it remains protected against unauthorized access. 

 Automated Random Password Generator: The system 

includes a feature to automatically generate complex passwords 

using a mix of uppercase letters, lowercase letters, numbers, and 
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symbols. It also provides an estimate of how long different 

algorithms or techniques would take to crack each password, 

helping users understand their password strength better.. 

 Proactive Password Aging and Notification System: 

“VaultGuard” actively monitors the age of stored passwords and 

notifies users via email and SMS when it is time to update their 

passwords. This feature helps maintain high security standards by 

ensuring that passwords are regularly updated and not left 

vulnerable over time. 

 User-Friendly Interface: The application is developed 

using NodeJS for the backend and Embedded JavaScript 

Templates (EJS) for the frontend, providing a smooth and 

responsive user experience. This approach allows for quick 

interactions and a more intuitive user interface, which is 

accessible even to users with minimal technical expertise. 

 By combining these features, “VaultGuard” not only 

provides a more secure method of managing passwords but also 

enhances the overall user experience, making it a versatile and 

robust solution in the domain of digital security. 

 The following Fig. 1 shows a multi-layered architecture 

which follows the Advanced Password Manager to ensure 

security, scalability, and performance. The system comprises a 

client-side interface built using modern web technologies, a 

password generator module, a password vault backed by AES 256 

encryption, WebAuthn integration for password less login, and 

automatic password aging notification functionality. The system 

architecture also includes a robust database layer using MongoDB 

for storing encrypted user passwords. The application server 

handles requests, processes user data, and communicates with the 

database to ensure seamless user experience. The system 

architecture is designed to be modular, secure, and scalable, 

making it an ideal solution for managing passwords and 

enhancing digital security in the modern era. 

 

 

 
Figure 1: VaultGuard System Architecture. 

Source: Authors, (2024). 

 
Client Side: represents the user interface that users utilize to 

engage with the system; this is usually a web browser or an 

application.  

Web Server (Backend): Acts as the intermediary between the 

client-side interface and the database. It hosts the application 

logic, including API endpoints for handling user requests.  

Application Logic (API): Handles user authentication, password 

management, and notification services. It includes modules for 

WebAuth authentication, password generation, and expiry 

notification.  

MongoDB Database: Stores user data, including user 

information (name, email, mobile number) and passwords. It 

consists of collections for users and passwords, enabling CRUD 

operations. 

 The arrows indicate the flow of data and interactions 

within the system: Users interact with the client-side interface, 

making HTTP(S) requests. The web server receives these requests 

and forwards them to the application logic. The application logic 

processes the requests, interacts with the MongoDB database as 

needed, and sends responses back to the client. Database queries 

are executed to read or modify user data stored in the MongoDB 

database. The notification service may also interact with external 

services (e.g., email and SMS gateways) to send notifications to 

users. 

 The advantages of the proposed system are that it 

provides password-less login having secure password storage. It 

also generates random passwords and provides password expiry 

reminders to the users. It also provides Better Security 

Compliance consisting of Multi-factor Authentication. 

 

III. METHODOLOGY 

 As shown in Fig. 2, when the user tries to sign in it first 

checks whether the user is signed in previously or not, if not then 

it would prompt the user to sign in first. When registering, it 

would ask for which device it wants to use for authentication, the 

user can use the same current device in which he/she is browsing 

or they can select any other device to use to authenticate them. 

Then it would use FIDO2/WebAuthn to register users and save 

the users data in the MongoDB Database. If the user is already 

authenticated it would let the user to authenticate themselves and 

then access the dashboard. The dashboard shows the total number 

of passwords saved and the number of passwords needed to be 

updated. 

Further it also allows users to “Create a Vault” where users 

can save passwords by adding website name, username and 

password and saving it. Additionally, it has the ability to 

determine how strong a password is and how long a 

supercomputer would need to break it. It also has the feature to 

generate a random password consisting of uppercase letters, 

lowercase letters, numbers, symbols which would be too hard to 

be cracked as shown in the section below. 

 It also has another section called “Vault” where users 

can see all the previously saved passwords. 
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 Role of Authenticator (WebAuthn):-  

1. The user tries to login to a website  

2. The website prompts the user to authenticate  

3. The user authenticates against their authenticator  

4. Via the browser, the authenticator signs and returns a   

response to the website. 

5. The website verifies the authenticator response. 

6. The user is logged in. 

7.  

 

Figure 2: Flowchart of VaultGuard. 

Source: Authors, (2024). 

IV. RESULTS AND DISCUSSIONS. 

 The result set for the VaultGuard system includes 

various test cases that cover the primary functionalities and 

features of the platform. The registration and login process are a 

critical aspect of the platform, and it should be thoroughly tested 

to ensure that users can register and log in to the platform without 

any issues. This includes testing the password-less login using 

WebAuthn and verifying that the device is connected using valid 

credentials.  

 The normal functions of the VaultGuard, such as 

viewing, adding, editing, and deleting passwords, should also be 

tested to ensure that users can manage their passwords effectively. 

The system should allow users to generate a new random 

password and display the estimated time to crack this password, 

ensuring that users can create strong and secure passwords. The 

search functionality should be tested to ensure that users can 

search for a specific password quickly and efficiently.  

 The password aging notification feature should be tested 

to ensure that users receive notifications via email and SMS when 

their password is older than one month. This feature is essential 

for maintaining the security of user accounts and ensuring that 

users regularly update their passwords.  
 

 
Figure 3: Same Device SignIn. 

Source: Authors, (2024). 

 While logging into the device using the same device as 

shown in Fig. 3, it shows this prompt to let the user sign in or 

register itself using the system prompt popup to sign in using the 

system pin generated by the user during login. 

 

 
Figure 4: Create Vault. 

Source: Authors, (2024). 

 
 As a result, the system allows the user to save the 

password in the vault and to generate a new random password 

with letters including uppercase, lowercase, numbers and symbols 

as shown in Fig. 4. It also shows the strength of the password and 

Estimated Cracking Time by Brute Force Algorithm. 
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Figure 5: Email Notification. 

Source: Authors, (2024). 

 When the password is older than 1 month the server will 

send a mail to the user that the password needs to be updated  as 

shown in Fig. 5. 
 

 
Figure 6: SMS Notification. 

Source: Authors, (2024). 

 Fig. 6 displays that the server also sends an SMS 

Notification to the registered users’ mobile number reminding 

him/her to update its password as it is older than 1 month.  

Figure 7: Using different device to Sign In. 

Source: Authors, (2024). 
 

 While logging into the device using any other device, it 

shows a QR code, which the user has to scan using its 

smartphone which when scanned will prompt the user to sign 

in using his/her device and save the pass keys in that device 

and allow them to use the same device in future to sign in to 

the dashboard as shown in Fig. 7. 

Figure 8: VaultGuard Dashboard. 

Source: Authors, (2024). 

 Figure. 8 shows the dashboard consisting of the total 

number of passwords saved and the number of passwords needed 

to be updated. 

Table 2: Comparative Analysis. 
Sr 

No. 
Research paper Title Proposed 

Methodology 
Drawbacks 

1 VaultGuard: The 
Advanced Keyless 

Security System 

FIDO2/WebA
uthn 

may not integrate well 
with specific third-

party applications 

2 Building and Studying a 

Password Store that 
Perfectly Hides 

Passwords from Itself [1]  

SPHINX work on non- 

confidential channel, 
limited adoption  

3 Resilient Password 
Manager Using Physical 

Unclonable Functions [2]  

PUF Such a scheme cannot 
operate without a 

backup in case of 

catastrophic failure of 
the PUFs. Extra 

Hardware level  

security  

4 A Password- Based 
Authentication Based on 

the CAPTCHA AI 

Problem.[3]  

CAPTCHA 
AI 

Limited Accessibility, 
Adversarial Attacks, 

False Positives  

5 Securing password using 

dynamic password policy 

generator algorithm [4]  

Dynamic 

Password 

Generator 

Memory Load, 

Training and 

Education, Increased 
Support Requests  

Source: Authors, (2024). 

 Overall, the test cases for the VaultGuard system should 

ensure that the platform is secure, user-friendly, and functional. 

The testing covers all the primary functionalities and features of 

the platform, including registration, login, password management, 

random password generation, and password aging notification. 

The testing should also ensure that the platform is compliant with 

relevant security standards and regulations. 

V. PERFORMANCE METRICS 

Understanding the critical elements that affect an accuracy of a 

Keyless Vault (a password manager based on FIDO2/WebAuthn) 

is necessary to determine its accuracy. Accuracy here refers to the 

system's capacity to appropriately approve authorized users and 

deny illegal ones.  

Definitions: 

True Positive Ratio (TPr): Legitimate users who are correctly 

authenticated. 
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False Positive Ratio (FPr): Unauthorized users who are 

incorrectly authenticated. 

True Negative Ratio (TNr): Unauthorized users who are 

correctly rejected. 

False Negative Ratio (FNr): Legitimate users who are 

incorrectly rejected. 

The research work has been tested for 150 legitimate 

authentication attempts and 150 unauthorized authentication 

attempts. Out of the 150 legitimate users, 145 are correctly 

authenticated (TPr), and 05 are incorrectly rejected (FNr). Out of 

the 150 unauthorized users, 148 are correctly rejected (TNr), and 

02 are incorrectly authenticated (FPr). 

Accuracy Metrics: 

1. Accuracy: Accuracy gives the overall correctness of the 

system, combining both authentication successes and failures. 

Accuracy = (TPr + TNr) / (TPr + TNr + FNr + FPr)                   (1)                 

Accuracy =  (145+148) / (145+148+02+05) = 293 / 300 

Accuracy =  0.9766 = 97.66 % 

2.  Precision (for accepted users): Precision represents how well 

the system avoids false positives, i.e., how many of the users it 

accepts are actually legitimate. 

Precision = TPr / (TPr + FPr)                        (2) 

Precision =  145/(145+02) = 0.9863 = 98.63% 

3. Recall (also known as True Positive Rate or Sensitivity): 

Recall indicates how many legitimate users are correctly 

authenticated. 

Recall = TPr / (TPr + FNr)                                                          (3) 

Recall = 145/(145+05) = 0.9666 = 96.66% 

4. False Positive Rate (FPR): FPR shows the likelihood that an 

unauthorized user gets authenticated. 

False Positive Rate = FPr / (FPr + TNr)                                  (4) 

False Positive Rate (FPR) =  02/(02+148) = 0.0133 

%False Positive Rate (%FPR )=  1.33% 

5. False Negative Rate (FNR): FNR is the likelihood that an 

authenticated user will have their authentication refused. 

False Negative Rate = FNr / (TPr + FNr)                                  (5) 

False Negative Rate (FNR) =  05/(145+05) = 0.0333 

%False Negative Rate (%FNR )=  3.33% 

Table 3: Feature Analysis. 
Paper Algorithm 

used 

Encryption 

Technique 

SMS 

Notification 

Mail 

Notification 

[1] secure 
multiparty 

computation 

(MPC) 

homomorp
hic 

encryption 

NO NO 

[2] PUF-based 

key 

generation 

AES NO NO 

[3] dynamic 

password 

policy 

generator 

SHA or 

PBKDF2 

NO NO 

[4] CAPTCHA 

AI 

SHA-256 NO NO 

Proposed 
System 

FIDO2/WebA
uthn 

AES 256 YES YES 

Source: Authors, (2024). 

 The proposed system VaultGuard sets a new standard 

for secure and user-friendly password management systems, 

effectively addressing the shortcomings of traditional methods 

with 97.66 % accuracy, 98.63% precision recall value as 96.66%, 

FPR & FNR as 1.33 % and 3.33% respectively. 

VI. CONCLUSION 

 The “VaultGuard” represents a significant advancement 

in password management and authentication technology. Through 

its integration of FIDO2/WebAuthn for password-less 

authentication and AES 256-bit encryption for secure password 

storage, this system addresses the major vulnerabilities inherent in 

traditional password-based systems. The implementation of these 

technologies not only enhances security but also improves the 

user experience by simplifying the authentication process and 

reducing the cognitive load on users.  

 Moreover, the addition of an automated password 

generator and a proactive password aging and notification system 

further strengthens the system's security posture by ensuring that 

passwords are both strong and regularly updated. The user-

friendly interface, developed with NodeJS and EJS, ensures that 

the system is accessible to a broad range of users, thus promoting 

better security practices across diverse user groups.  

 “VaultGuard” also benefits from the scalability and 

performance capabilities of MongoDB, making it suitable for 

deployment in environments ranging from small businesses to 

large enterprises. The system's focus on compliance and regular 

security audits guarantees that it remains effective against 

evolving cybersecurity threats[14][16].  

In conclusion, “VaultGuard” is not just a tool for securing 

passwords but a comprehensive platform for promoting a more 

secure digital environment. Its innovative approach to password 

management could potentially set a new standard for how 

personal and organizational security is managed in an 

increasingly interconnected world. 
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In Smart electrical networks, the Advanced Metering Infrastructure allows bidirectional 

communication between the service company and the customers. It includes smart meters 

and a communication infrastructure, which among other functions, is responsible for reading 

electricity consumption and billing. Cable or wireless technologies are used for the exchange 

of information between the networks that comprise it. In Cuba there is no such Advanced 

Metering Infrastructure, the reading of electricity consumption is carried out manually by 

an operator, reader-collector. That is why we are working on a project where traditional 

meters are modified by adding a Wi-Fi communications module that allows wireless access. 

This work evaluates the possibility of interconnecting several modified meters with wireless 

modules to form a mesh network. Protocols, programming tools, metrics to evaluate 

performance, scenarios, and experiments are described. As a result, the possibility of 

forming a mesh network is verified, with the exchange of information, with the requirements 

of self-configuration and self-repair of the network. This allows the reader-collector to read 

consumption from any point on the network through a smart device.  
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I. INTRODUCTION 

Smart grids (SG) are a solution to supply electricity from 

generation points to consumers, which adapts to the current and 

future energy expectations of humanity. Different definitions of SG 

are presented in [1–3], from which it is described as an advanced 

electrical network with a bidirectional energy flow that spans from 

the point of generation to consumption. It uses Information and 

Communications Technologies (ICT) to improve the reliability, 

security and efficiency of the electrical system. It has the ability to 

self-repair, adapt, be resistant and sustainable, as well as open to 

future modifications, as it is equipped with present and future 

standards for components, devices and systems in general. A series 

of technologies, operations and various smart devices are involved 

here, such as Smart Meters (SM), smart appliances, renewable 

energy resources, electric vehicles, flexible charging, smart dialers, 

various energy efficiency programs and smart end users [1]. The 

SG architecture consists of three main systems: energy, 

communication and information. These require the use of ICT for 

the exchange of data at high speeds while maintaining reliability 

and security. The Advanced Metering Infrastructure (AMI) is what 

makes these operations possible, allowing the management and 

regulation of energy generation and consumption. AMI also allows 

bidirectional communication between the service provider 

company and customers, which includes consumption billing data. 

In Cuba there is no AMI, its implementation would require changes 

to equipment, electrical and communications networks at a very 

high cost. The Cuban residential sector represents more than 60% 

of total consumption, has approximately 4,056,865 users with an 

average monthly consumption of 185kWh [4], with traditional 

meters. An operator, called a reader-collector, performs the tasks 

of reading electricity consumption and collecting the bill; both 

processes are carried out manually and monthly. The operator must 

move on foot through the area assigned to him. For reading, a small 

terminal (PDA) or more recently a mobile device with the 

appropriate application and in some cases infrared reading 

equipment is used. The limitation in both cases is that the operator 

has to have access to the meter or at least a very close line of sight 

to it. This makes reading impossible in some scenarios, for 

example, a closed house. In addition, there may be errors in manual 

reading, anomalies in consumption due to lack of appropriate 

measurements, readings outside established dates, cases of fraud, 
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and others. On the other hand, savings are not encouraged or 

consumption habits are influenced. The amount to be charged each 

month is derived only from the notation of the previous and current 

month's reading. 

Based on the above, a low-cost alternative solution was 

proposed, with free software and hardware. This alternative reuses 

traditional residential meters and adds reading facilities to users 

and the reader-collector [5]. The alternative proposes adding an 

electronic device to existing residential energy meters, capable of 

reading consumption remotely, turning them into advanced energy 

meters. The electronic device contains, among other elements, an 

ESP-12 module (ESP8266 Ai-Thinker) [6] that allows the 

exchange of consumption data via Wi-Fi. The communication 

capabilities as a base radio, as well as a Wi-Fi access point, give 

this advanced meter the facilities for local communication with the 

user [5]. This technology could also be used for the interconnection 

between modified meters, through Wi-Fi mesh networks, more 

specifically the ESP-WIFI-MESH networks, derived from them. 

This operation represents a saving of resources, expanding the 

network coverage area, which would allow the reader-collector to 

read the electricity consumption in an easier and faster way. 

ESP-WIFI-MESH is a network protocol built on the Wi-Fi 

protocol that allows numerous devices (nodes) spread over a large 

physical area to be interconnected under a single network. The 

network is capable of self-organizing and self-repair. In [7] a 

wireless mesh network based on ESP8266 devices is evaluated 

using the PainlessMesh library, to collect data such as the 

temperature and humidity of fruit boxes or containers when they 

are stored or transported in refrigerated chambers. The 

performance of the network is evaluated in terms of delivery ratio 

and delivery delay, which consequently affects the energy 

consumption and therefore the lifetime of the network.  

The performance results were affected by the increase in the 

number of sensor nodes, message sending rate, and message 

payload size, as expected. In [8], a mesh network is built using 

NodeMCU ESP 8266 and NodeMCU ESP 32 with two types of 

sensors, DHT 11 and DHT 22. The communication delay with line 

of sight and without line of sight is evaluated. The results give a 

shorter delay time in the line-of-sight condition for all connected 

nodes. In [9] the performance of ESP8266 mesh network has been 

tested and evaluated. A network consisting of two nodes has a 

single-hop delay of 2.49 ms.  

As expected, a larger number of nodes tends to increase the 

network delay even for the same hop distance. An evaluation of 

data rate performance is also performed. It is found that a node can 

receive up to 461 messages/sec and 28 messages/sec for a payload 

of 10 bytes and 4400 bytes, respectively. It is also observed that 

sending messages with a payload greater than 4400 bytes results in 

broken and incomplete messages. With ESP 32, in [10] a MESH 

network of sensors is established using an ESP-MESH network 

protocol for real-time indoor and outdoor air quality monitoring. 

The performance of the MESH network is estimated in terms of 

packet loss rate (PLR), packet failure rate (PFR), and packet 

delivery rate (RPD). The RPD value is greater than 97% and the 

PMR and PER value for each active node is less than 1.8%, which 

is below the limit. The results show that the ESP-MESH network 

protocol offers considerably good quality of service, mainly for 

medium area networks. 

This work aims to evaluate the possibility of 

interconnecting several modified energy meters with the ESP-12 

modules, to form a mesh network, to increase the coverage area 

and facilitate the reading process. 

 

II. COMMUNICATIONS NETWORK 

By adding the ESP-12 module to traditional residential 

energy meters, one or more users can interact with the device via 

Wi-Fi. However, since there is no form of communication between 

the modified energy meters, the collection of information from the 

reader-collector is difficult. Since to read it, it must access each 

energy meter, extract its data and move on to the next one. The 

protocol and network functions related to the interconnection 

facilities of a mesh network are described below. As well as, the 

programming tools available for the mesh network, which allow 

better interaction between its nodes. 

 

II.1 ESP-WIFI-MESH NETWORK PROTOCOL 

ESP-WIFI-MESH [11] is a network protocol built on the 

Wi-Fi protocol that allows numerous devices (ESP-12 nodes) 

spread over a large physical area to be interconnected under a 

single network. The network is capable of self-organizing after the 

selection of a root node from which downward connections are 

formed layer by layer until all nodes have joined the network. It is 

also capable of self-repair by detecting and correcting failures that 

occur when the connection between any of the nodes is interrupted, 

or it becomes unstable. 

With ESP-WIFI-MESH the nodes are not required to 

connect to a single central node (unlike Wi-Fi networks that have 

an AP and each node establishes a connection with it). Instead, 

connections are established between neighboring nodes, and each 

of them is mutually responsible for relaying each other's 

transmissions. Therefore, this type of networks has a much larger 

coverage and is less susceptible to overload, since the number of 

nodes allowed in the network is not limited by a single central node 

[11]. ESP-WIFI-MESH allows nodes to simultaneously act as a 

station and an AP. Therefore, a node can have multiple downstream 

connections using its softAP (software-defined access point) 

interface and a single upstream connection using its station 

interface. Therefore, a tree-shaped network topology is obtained 

with a parent-child hierarchy formed by multiple layers as shown 

in Figure 1. On the other hand, ESP-WIFI-MESH is a multi-hop 

network. Therefore, nodes transmit their own packets and 

simultaneously serve as repeaters for other nodes. This allows any 

pair of nodes within the network to communicate as long as any 

path exists at the physical layer (through one or more wireless 

hops). The total number of nodes that the ESP-WIFI-MESH 

network can support depends on the maximum number of layers 

allowed in the network and the maximum number of downstream 

connections that each node can have, both variables can be 

configured to limit the size of the network [11]. 

 
Figure 1: Types of nodes in ESP-WIFI-MESH. 

Source: [11], (2024). 
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ESP-WIFI-MESH recognizes four types of nodes shown in 

Figure 1. The top node of the network is called the root node (node 

A). It serves as the only interface between the ESP-WIFI-MESH 

network and an external IP network, only one can exist on the 

network and its upstream connection is a conventional router. The 

nodes located in the maximum allowed layer of the network are 

assigned as leaf nodes (L, M and N nodes). They are not allowed 

to have downstream connections (child nodes), therefore they can 

only transmit or receive their own packets, but not forward packets 

from other nodes. These nodes ensure that no more layers are added 

to the network. Some nodes without a softAP interface are also 

designated in this category since they do not meet the requirements 

to establish downward connections. The intermediate nodes to the 

previous classifications are the so-called intermediate parent nodes 

(nodes B, C, D, E, F, G, H, I and J). These nodes must have a single 

upstream connection (a single parent node), and can have zero to 

multiple downstream connections (child nodes). They are capable 

of transmitting and receiving packets, but also forwarding packets 

sent from their upstream and downstream connections. Nodes of 

this type that do not have child nodes (nodes E, F and J) are not 

classified as leaf nodes, as they can form descending connections 

in the future. Finally, inactive nodes (K and O nodes) are those that 

have not yet joined the network, but may form an upstream 

connection with an intermediate parent node or will try to become 

the root node under the right circumstances [11].  

Nodes that can form downstream connections transmit 

signaling frames periodically, allowing other nodes to detect their 

presence and know their status. Inactive nodes receive the frames 

to generate a list of possible parent nodes, with one of which they 

will form an upstream connection. To prevent this connection from 

being weak ESP-WIFI-MESH implements a received signal 

strength indication (RSSI) threshold mechanism for signaling 

frames. If a node detects a signaling frame with an RSSI lower than 

a pre-configured threshold, the transmitting node will not be 

considered to form an uplink. To choose the parent node among the 

possible candidates, the inactive node takes into account the layer 

where the candidate is located and the one located in the shallowest 

layer of the network (including the root node) has priority, in order 

to minimize the number total network layers. If there are several 

parent node candidates within the same layer, it will be preferred 

to have fewer child nodes, in order to balance the number of 

downward connections between nodes in the same layer. On the 

other hand, ESP-WIFI-MESH allows the user to define their own 

algorithm to select a predefined parent node, or force a node to only 

connect to a specific parent node [11]. 

 

II.2 NETWORK CONSTRUCTION 

Building an ESP-WIFI-MESH network involves selecting a 

root node from which downward connections are formed layer by 

layer until all nodes have joined the network. Before starting the 

network formation, each node must be configured with the same: 

mesh network identifier, router configuration and softAP 

configuration. The root node can be designated during 

configuration or chosen dynamically based on the signal strength 

between each node and the router. Once selected, it will create an 

upstream connection with the router and from there the second 

layer will be formed with the inactive nodes in the range of the root 

node, becoming intermediate parent nodes. The remaining inactive 

nodes will connect to the intermediate parent nodes within their 

range, becoming intermediate parent nodes or leaf nodes, 

depending on the number of layers allowed in the network. The 

process is repeated until there are no idle nodes left in the network 

or until the maximum layer allowed in the network has been 

reached, therefore the remaining nodes will remain idle 

indefinitely.  

In automatic root node selection, each idle node will 

transmit its MAC address (to identify each node in the network) 

and its RSSI value with the router through Wi-Fi signaling frames. 

Each node will then simultaneously search for signaling frames 

from other idle nodes, and if a node detects a frame with a stronger 

RSSI it transmits the contents of the frame. The process is repeated 

for a pre-configured minimum number of iterations and will result 

in the signaling frame with the strongest RSSI being propagated 

throughout the network. Finally, each node individually checks its 

vote percentage (number of votes/number of nodes participating in 

the election) and the one that contains a value greater than a pre-

configured threshold will become the root node of the network. If 

more than one node meets the threshold requirements, there will be 

several root nodes within the same ESP-WIFI-MESH network, 

resulting in the creation of multiple networks. This conflict can be 

resolved automatically by internal ESP-WIFI-MESH mechanisms. 

However, conflicts where two or more root nodes have the same 

SSID (public name of a WLAN that serves to differentiate it from 

other wireless networks in the area) are not handled. Once a root 

node is chosen, ESP-WIFI-MESH does not automatically change 

it unless it is disconnected from the network. 

If some nodes in the network are powered on 

asynchronously (separated by several minutes) the final structure 

of the ESP-WIFI-MESH network may differ from the ideal case 

where all nodes are powered on at the same time. The lagging node 

should join the network like any other idle node, even though it 

may have a stronger RSSI with the router. If this were the 

designated root node, all other nodes in the network will remain 

idle until the lagging node is powered on. Likewise, if it is a 

designated parent node, its child will remain inactive until it powers 

on. Finally, child nodes can change their upstream connections to 

another parent node in a lower layer, this process occurs 

autonomously and following the same threshold mechanism 

explained [11]. 
 

II.3 NETWORK SELF-REPAIR 

ESP-WIFI-MESH can detect and correct failures that 

occur when the connection between any of the nodes is interrupted, 

or becomes unstable. Child nodes will autonomously select a new 

parent node and form an upstream connection to it to maintain 

network interconnectivity. If the root node fails, it will be detected 

by the nodes connected to it (second layer), which will initially try 

to reconnect to the root node. After several failed attempts, the 

second layer nodes will start a new round of electing a new root 

node following the process described above, and the remaining 

nodes will form upstream connections with it or a neighboring 

parent node if they are not in range. If the root node and several 

nearby layers fail, the top layer that is still functioning will begin 

the root node election process. When an intermediate parent node 

fails, a similar procedure is followed since the disconnected child 

nodes will search for possible parent nodes. Then each child node 

will individually select a new parent node and form an upstream 

connection with it. If there are no potential parent nodes for any 

child node, it remains inactive indefinitely [11]. 
 

II.4 PROGRAMMING TOOLS 

The painlessMesh library [12] allows the implementation 

of the ESP-WIFI-MESH protocol and creating mesh networks 
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using ESP-12 modules. Below are the functions that are of interest 

for this job: 

•  void receivedCallback(uint32_t from, String &msg): every 

time this node receives a message, this routine will be called, where 

from is a variable of type integer and size 32 bits corresponding to 

the identification of the sender of the message and msg is the 

message sent (in this case a string, but it can be any type of data). 

•  void newConnectionCallback(uint32_t nodeId): is triggered 

every time a node establishes a new connection, where nodeId is 

the ID of the new node connected to the mesh. 

• void changedConnectionCallback(): runs every time a 

connection on the network changes (a node leaves or joins the 

network). 

•   void nodeTimeAdjustedCallback (int32_t offset): it is executed 

when the network adjusts the time, so that all nodes are 

synchronized, offset is the offset. 

 

III. MATERIALS AND METHODS  

To evaluate the possibility of interconnecting several 

modified energy meters with the ESP-12 modules, the parameters 

to be evaluated are defined and three scenarios are formed with 

characteristics of mesh networks. With these conditions, the 

verification experiments are carried out [13]. 

 

III.1 PARAMETERS FOR NETWORK EVALUATION 

It is necessary to define certain parameters to measure the 

quality of the ESP-WIFI-MESH network, as well as evaluate its 

behavior in different scenarios. In this work, the following are 

used: the power of the received signal as a measure of quality, as 

well as the network discovery time and the network recovery time 

as distinctive measures of this type of networks. 

The signal power level (in dBm) perceived by a device in 

wireless networks (RSSI) [14] is the parameter used by Wi-Fi 

transceivers to adapt their modulation and coding scheme so that 

the optimal data rate. The modulation scheme that supports high-

speed transmission requires a high signal-to-noise ratio, which is 

correlated with a strong RSSI. 

The network discovery time or convergence time is defined 

in [15] as the time interval that elapses from the start-up of the 

devices until the complete formation of the network. The latter 

refers to the state in which each node is able to communicate with 

any other node through a route defined in its routing table. To carry 

out the measurement, each node was configured to periodically 

send a “measurement update” packet. To quantify the time it takes 

a node to discover the network, each node records a timestamp 

when it starts up (t_start). Every time a node discovers a network 

and decides to join it, it records another timestamp (t_join), then 

the difference between both timestamps (t_join-t_start) is the time 

it took the node to discover the network [16]. The value of this 

difference corresponding to the last node to join the network is the 

network discovery or convergence time. 

The recovery or self-repair time of ESP-WIFI-MESH 

networks is defined in [16] as the recovery latency parameter. 

Which is the amount of time it takes the network to detect a node 

breakdown and take the appropriate actions to repair the network. 

To measure the same, whenever a node detects that it may have lost 

connectivity, it records a timestamp (t_(connection lost)) and 

initiates a connectivity test. If the result confirms the loss of 

connectivity, the node is released from said link and begins a 

channel exploration procedure (other possible connections). When 

it discovers a hub in the vicinity and decides to join it, it records 

another timestamp (t_join). The difference between both brands 

(t_join-t_(connection lost)) is the time it took for the node to 

recover connectivity and therefore, the time it took for the network 

to recover. 

 

III.2 DESCRIPTION OF THE SCENARIOS AND 

EXPERIMENTS 

The experiments are carried out from three ESP-12 modules 

(nodes) whose Id are shown in Figure 2, which illustrates a possible 

network topology with two levels. There is one ESP-12E 

nodeMCU and two ESP-12E SoM. The dashed lines represent the 

Wi-Fi connections between them. 
 

 
Figure 2: ESP-WIFI-MESH Network. 

Source: Authors, (2024). 

In addition, a possible network diagram is shown, where the 

stations (STA) of the modules with Id 2141956442 and 

2141957292 respectively, connect to the access point (AP) of the 

remaining module (Id 2134749920). Therefore, the node with Id 

2134749920 acts as a bridge (root), so that the two remaining nodes 

(intermediate parents) can establish communication. 

Three scenarios were implemented in adjoining rooms and 

exterior hallways, separated by reinforced concrete walls, the 

details of which are shown in Figure 3. The legend specifies the 

meaning of each shape belonging to Figure 3 and the black arrows 

are the dimensions of distance between the nodes. Finally, the 

blank spaces on the walls in Scenario 3 represent the doors to the 

rooms. 

 These scenarios are equivalent to the situations of several 

energy meters in the same room, in the case of an apartment 

building. As well as several energy meters that are in separate 

houses a short distance away, located inside and outside the houses. 

In scenarios 1 and 2, the nodes have a direct line of sight, only the 

distances vary, while in scenario 3, two of the modules are inside 

the rooms and a third in the hallway, therefore, there is no line of 

sight between any of them. 
 

 
Figure 3: Sampling scenarios. 

Source: Authors, (2024). 
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 The first experiment is to verify that the three nodes can 

connect to each other forming the ESP-WIFI-MESH network. To 

verify that the connection is established, all nodes send a broadcast 

message, and the recipient prints the messages received through its 

serial port. A web server is used with the objective of simulating a 

possible interface between the reader-collector and the network of 

modified energy meters, where information on the connection 

states is also displayed. Actions were carried out on the network to 

evaluate its response to situations that correspond to real problems. 

For example, modules were intentionally turned off (simulating the 

possible failure of a modified energy meter) and a module that was 

turned off during network establishment was turned on (simulating 

a new modified energy meter in the area), among others. The 

network should not be affected in any case due to its self-healing 

and self-configuring properties. 

The second experiment is aimed at evaluating the 

parameters in different scenarios, with the greatest amount of data 

possible, and presenting the result of the average values in each 

case. By having three modules, disconnecting an extreme node 

from the network (a node that only has a connection with another 

node) does not provide information. In this case, the network loses 

a node. However, since there is no bridge connection between the 

two remaining nodes, an interruption does not occur, only the 

topology changes. 

IV. RESULTS AND DISCUSSIONS 

The first connectivity experiment is performed in a local 

scenario like scenario 1 in Figure 3, using broadcast messages. By 

exchanging information between the three nodes, the self-

configuration of the ESP-WIFI-MESH networks was verified, 

since the network was created automatically and all the nodes were 

able to send messages between them.  

The reader-collector must be able to collect data from the 

modified energy meters by connecting with their smart device 

(phone, tablet, laptop, among others) to the network formed by 

them. To test this function, we create a web server and a function 

that returns the connection status in the form of a table. The 

columns Id Node, Value (in this case a random value from 1000 

to 5000 will be displayed that simulates the current electricity 

consumption), the Connection status and the Id of the nodes that 

are connected to the network. In addition, a “*” is used next to the 

Id of the node that serves as the AP for the intelligent device that 

simulates the reader-collector interface. The result of this operation 

is shown in Figure 4, where a diagram of the possible topology of 

said network is also shown. 

 
Figure 4: Network with all nodes connected. 

Source: Authors, (2024). 

The green circles in Figure 4 represent the turned on nodes, 

the blue dashed lines represent the Wi-Fi connections between all 

devices, and the web page that the laptop accesses is illustrated by 

specifying its domain. In this case, the network is accessed through 

the node with Id 2141957292, this means that the laptop is 

connected to the AP of that node. If a node leaves the network, it 

reorganizes itself due to its self-healing and self-configuring 

features. To verify this, the module that acted as a bridge node 

between the rest (Id: 2141957292) was intentionally turned off. In 

Figure 5, the turned off module is represented in gray, and it is 

shown how the remaining nodes connect to each other and the 

laptop accesses the network through another node. The Id of the 

nodes with which the connection is established is displayed, “-” 

indicates that the node has no connections because it is not active 

on the network. This process was done automatically and takes a 

few seconds. Then the module was turned on again, and in seconds, 

it was integrated back into the network forming a different 

topology. 

 
Figure 5: Network with two connected nodes. 

Source: Authors, (2024) 
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After establishing the network and checking its correct 

operation, the code was modified with the objective of evaluating 

the previously defined parameters, with the second experiment. 

Network discovery and recovery times were calculated from a list 

of network events, which are broadcast messages that are modified 

each time a change occurs in the network topology. The values are 

sent through the serial port and are managed through another web 

page. The parameters are evaluated in the three scenarios. The 

results of the evaluation of scenario 1 are presented below, as an 

example.  

The results of each of the five tests in scenario 1 are shown 

in Table 1. For each test, several measurements are made and the 

average values are presented. The RSSI values are in the range of 

-30dBm to -60dBm, which are associated with an ideal signal, 

which was expected, since there are no obstacles and the distance 

between the ESP-12 is small. From the average times in each test, 

it is obtained that in scenario 1 the network discovery time is 

approximately 2.6122 seconds. 

Table 1: Network and RSSI discovery times for scenario 1. 

Test Parameter Id: 2134749920 Id: 2141956442 Id: 2141957292 Average 

1 
Time (ms) 2951 2224 2874 2683 

RSSI (dBm) - -55 -48 - 

2 
Time (ms) 2708 2287 2364 2453 

RSSI (dBm) -51 -50 - - 

3 
Time (ms) 2610 2209 2745 2521.33 

RSSI (dBm) -57 -47 - - 

4 
Time (ms) 2910 2206 3053 2723 

RSSI (dBm) -51 -48 - - 

5 
Time (ms) 2813 2280 2949 2680.67 

RSSI (dBm) -45 -54 - - 

Source: Authors, (2024). 

In some of the tests, the node that functioned as a bridge for 

the remaining nodes was intentionally disconnected, to measure the 

network's recovery time in the event of its loss. Figure 6 shows the 

network topologies before and after said action, where the green 

color indicates that the node is on and the gray color is off, the black 

arrows correspond to distance levels and the blue dashed lines 

represent the connections through Wi-Fi of the nodes. Where Id 

2141957292 identifies the bridge node. By disconnecting the 

bridge node, the remaining nodes lose connection between them 

and are unable to exchange information. Figure 7 shows the events 

corresponding to the node with Id 2141956442. After 

approximately 14,854 seconds (in Figure 7, t = 361053 - 346199) 

the network is reestablished, with a new topology. This time is 

calculated taking into account the times of the node with Id 

2141956442, the same procedure is followed for the network 

discovery time, calculating the recovery times seen from each node 

and averaging them. In Figure 6, the RSSI value in the node with 

Id 2141956442 also increases as the distance with its new AP 

decreases. 

Figure 6: Topology changes in test 2. 

Source: Authors, (2024). 

 
Figure 7: Events of the node with Id 2141956442 in Test 2. 

Source: Authors, (2024). 
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Similar treatment was carried out with each of the scenarios. 

Table 2 shows a comparison between the results for each scenario, 

with the average values of several trials. Network discovery times 

remain almost constant when only the distance between modules 

increases (scenarios 1 and 2, in Figure 3), even though the signal 

strength decreases considerably. Furthermore, when the bridge 

node was intentionally disconnected from the network, and the 

distance increased further in some cases, the RSSI decreased as 

expected. However, when the modules have no line of sight 

between them by walls (scenario 3 in Figure 3), the network 

formation time increases by approximately 0.368 seconds 

(compared to scenario 2 in Figure 3). Obstacles also affected the 

RSSI, which decreases reaching unacceptable values (less than -

90dBm). 

 

Table 2: Comparison of the results of each scenario. 

 

Scenerios 

Network 

discovery time 

(s) 

Network 

recovery time 

(s) 

 

RSSI 

Range 

(dBm) 
1 2.6122 20.78675 (-45) – (-

55) 2 2.797732 28.126 (-60) – (-

70) 3 3.166268 72.043 (-70) – (-

90) Source: Authors, (2024). 

 

Network recovery times vary in each of the scenarios. 

Figure 3 shows that the maximum distance between two nodes is 

2m in scenario 1 and 15m for scenarios 2 and 3 respectively. 

Therefore, when the intentionally disconnected node was the 

bridge (scenarios 2 and 3 in Figure 3), the distance between the 

remaining nodes increased. The recovery times for scenarios 1 and 

2 differ by 7.34s, only due to the increase in said distance, which 

brings with it a decrease in the RSSI value. In this case not very 

considerable, since it continued in the same range as for its initial 

configuration. However, in scenario 3 the value of this parameter 

increases considerably (43.917s compared to scenario 2 where the 

distance remains constant), in addition the RSSI decreases, 

reaching values below the minimum acceptable signal state. 

Therefore, the existence of obstacles that reduce the intensity of the 

received signal (in this case reinforced concrete walls) affects 

network recovery times more. 

 

V. CONCLUSIONS 

It is possible to form an ESP-WIFI-MESH network with the 

ESP-12 modules using the painlessMesh library, which meets the 

self-configuration and self-healing requirements. By accessing one 

of its nodes, the data stored in the remaining nodes can be obtained. 

Therefore, it is possible to form a mesh network between the 

modified energy meters, allowing the exchange of information 

between them and its collection, so that the coverage area is 

increased. This allows the reader-collector to read consumption 

from any point on the network through a smart device. The 

evaluation of the network parameters in the different scenarios also 

demonstrated its viability for this purpose. However, when 

deploying the new energy meters it is important to take into account 

the obstacles and distances between them in each of the areas. The 

distance between the modules has a direct impact, decreasing the 

RSSI. This decrease can cause loss of connection stability or the 

most critical result, a complete loss of connection. On the other 

hand, some materials (such as reinforced concrete walls) can cause 

signal attenuations, this results in delays in the discovery time and 

fundamentally in the network recovery time. Tests must be carried 

out with the modified energy meters in real environments and the 

type of antenna to be used must be evaluated, so that the greatest 

possible coverage is guaranteed. 
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